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#### Abstract

Discrete geometric estimators approach geometric quantities on digitized shapes without any knowledge of the continuous shape. A classical yet difficult problem is to show that an estimator asymptotically converges toward the true geometric quantity as the resolution increases. We study here, on Convex Digital Polygons, the convergence of local estimators based on Digital Straight Segment (DSS). This problem is closely linked to the asymptotic growth of maximal DSS, for which we show bounds both about their number and sizes. These results not only give better insights about digitized curves but indicate that curvature estimators based on local DSS recognition are not likely to converge. We indeed invalidate a conjecture which was essential in the only known convergence theorem of a discrete curvature estimator. The proof involves results from arithmetic properties of digital lines, digital convexity, combinatorics, continued fractions and random polytopes.


## 1 Introduction

Estimating geometric features of shapes or curves solely on their digitization is a classical problem in image analysis and pattern recognition. Some of the geometric features are global to the curve: area, perimeter, moments. Others are local: tangents, normals, curvature. Algorithms that performs this task on digitized objects are called discrete geometric estimators. In the following, any algorithm estimating a local geometric quantity within a fixed size neighborhood will be called local discrete geometric estimator. We choose to separate them from local adaptive discrete geometric estimators whose computation windows
may depend (in size) on the resolution. In this paper we consider the Gauss digitization as the digitization process. An interesting property these estimators should have is to converge towards the continuous geometric measure as the digitization resolution increases. This property is also called multi-grid convergence [16]. However, few estimators have been proved to be multi-grid convergent. In all works, shapes are generally supposed to have a smooth boundary (at least twice differentiable) and either to be convex or to have a finite number of inflexion points. The shape perimeter estimation has for instance been tackled in [18]. It proved the convergence of a perimeter estimator based on curve segmentation by maximal DSS. The speed of convergence of several length estimators has also been studied in [5]. Klette and Žunić [17] survey results about the convergence (and the speed of convergence) of several global geometric estimators. They show that discrete moments converge toward continuous moments. As far as we know, only Cœurjolly [4] has initiated works to establish the possible convergence of local adaptive estimators of tangents and curvature. He shows that estimators based on digital straight segment (DSS) recognition may converge if the length of DSS on the digitized curve grows as fast as $O\left(m^{\frac{1}{2}}\right)$ as the digitization step $\frac{1}{m}$ tends toward 0 . Determining the asymptotic growth of DSS along digitized curve is thus crucial for establishing the asymptotic behavior of local adaptive geometric estimators.

This is precisely the objective of this paper, and is achieved with Theorem 5.1. To do so, we relate two notions usually disconnected when studying objects in the digital plane: maximal segments defined on digital curves and edges of convex digital polygons. These notions play complementary roles when estimating geometric parameters on digital objects, when determining its convexity or when observing asymptotic properties of finer and finer shape digitizations.

Maximal segments of a digital curve are DSS not strictly included in any other DSS of the curve. Efficient algorithms have been proposed to extract them and compute their characteristics [8] as well as optimal algorithms to recover the whole set of maximal segments. They are useful when estimating the local geometry of digital curves like tangent direction or curvature [10, 20]. Through them digital curves can be polygonized into the minimum number of straight segments [11]. Maximal segments can be used to decide whether or not a polyomino is convex [22]. As stated above, when observed on object digitizations, the growth rate of their length indicates for some geometric estimators if they converge toward the continuous geometric quantity and at which rate [4].

On the other hand, a Convex Digital Polygon (CDP) is a set of lattice points whose convex hull has the same digitization. Its vertices are defined as its minimum subset whose convex hull has same digitization, and its edges are DSS joining two consecutive vertices. One characterization of digital convexity for a set of lattice points is exactly to be a CDP [15]. Since CDP are digitizations of convex shapes, their asymptotic properties when digitized with finer and finer grid have also been studied. For instance, asymptotic bounds on the number and length of edges have been exhibited for Gauss digitizations of smooth convex shapes [1], and extended to $n \mathrm{D}$ in [2]. Interestingly, these bounds are related to random polytopes and have applications in linear integer programming. Along the same lines, other works [17] give tight upper bounds on the number and length of edges for CDPs inscribed in a grid square (a CDP is called lattice
convex polygon in this work).
Here we take a specific interest in the maximal segments defined on the boundary of a CDP. Intuitively, these maximal segments should have a close link with the edges of the CDP: the latter are indeed digital straight line segment, but are not generally maximal. However few results can be found in the literature. To our knowledge the only significant results are in [7, 9]: a maximal segment may absorb at most $O(\log m)$ edges for CDP in a $m \times m$ grid square; the length of the smallest maximal segment is upper bounded by $O\left(m^{\frac{1}{3}} \log m\right)$. This upper bound had consequences on a digital curvature estimator based on circumscribed circle computation [6], which was thought to be multi-grid convergent and whose performances are among the best ones in practice at low resolution. However, as stated above, the proof of the convergence requires that the growth of the maximal segments follow $O\left(m^{\frac{1}{2}}\right)$ [4]. The conjecture was thus disproved on some points of the curve, although it was still possible that the estimator be convergent on a subset of the curve with non-zero measure.

In this work, we go further in establishing the links between maximal segments and edges of CDP. Most of the new results are obtained by using well known recursive combinatoric representation of a digital straight segment called pattern.

We first present the main definitions and used tools in Section 2. The notion of pattern is given in Section 2.4. We then establish links between maximal segments and CDP (Section 3). The main results of this section are upper and lower bound on the number of maximal segment. We obtain, in Section 4, the asymptotic upper and lower bounds for the average length of maximal segments along a CDP enclosed in a grid of size $m \times m$. We then study the asymptotic of the previous results with respect to increasing $m$ in section 5 . We conclude Section 5 by a refutation of the hypothesis used in the previously mentioned curvature estimator convergence proof. We finally present some conclusions and perspectives in Section 6.

## 2 Definitions and tools

We now precisely detail in this part the main objectives of this paper and introduce the outline of our proof. To begin, we recall the digitization process used in this paper and its associated digital boundary. We pursue with the precise introduction of the Convex Digital Polygon (CDP) followed by the notions of standard lines and digital straight segments. The result of Balog and Bárány [1] is a central tool in our study and we present it as well as a sketch of its use in our proof. All along the paper, when results are announced without proof we always refer to the technical report [9] for full proofs.

### 2.1 Digitization and digital curve

Let $S$ be a subset of $\mathbb{R}^{2}$, its Gauss digitization is defined as $\mathcal{D}(S)=S \cap \mathbb{Z}^{2}$. We also define the dilatation of $S$ by a real factor $r$ as $r \cdot S$. The Gauss digitization at resolution $m$ is then defined as: $\mathcal{D}_{m}(S)=\mathcal{D}(m \cdot S)$. Thus, the considered digitized objects are subsets of $\mathbb{Z}^{2}$. We precise that this digitization is equivalent to intersecting $S$ with $\frac{1}{m} \mathbb{Z} \times \frac{1}{m} \mathbb{Z}$ up to a scale factor.

4-connectedness defines the adjacency relations on digital objects, which means that the neighborhood of a point in the digital plane is composed of its up and down, and left and right neighbors. Among the 4 -connected subsets of $\mathbb{Z}^{2}$, we focus on convex digital polygons which are also called lattice convex polygons [25].

Definition 2.1. A convex digital polygon (CDP) $\Gamma$ is a subset of the digital plane with a single 4-connected component equal to the digitization of its convex hull, i.e. $\Gamma=\mathcal{D}(\operatorname{conv}(\Gamma))$. Its vertices $\left(V_{i}\right)_{i=1 . . e}$ form the minimal subset for which $\Gamma=\mathcal{D}\left(\operatorname{conv}\left(V_{1}, \ldots, V_{e}\right)\right)$.

The asymptotic study presented later-on in this paper requires the study of Gauss digitizations of convex shapes with $\mathcal{C}^{3}$ boundary and positive curvature. We show that for resolutions larger than a threshold which depends on the considered shape, the Gauss digitization for such resolutions always brings a convex digital polygon. This rely on two lemmas whom proofs are presented in appendix:

Lemma 2.2. Let $S$ be a convex subset of $\mathbb{R}^{2}$ then $\mathcal{D}(S)=\mathcal{D}(\operatorname{conv}(\mathcal{D}(S)))$
Lemma 2.3. For a given $S$ where $S$ is a plane convex body with $\mathcal{C}^{3}$ boundary and positive curvature, there exists $m_{S}$ such that for all $m \geq m_{S}, \mathcal{D}_{m}(S)$ is 4-connected.

For large enough resolution, the Gauss digitizations of convex shapes with $\mathcal{C}^{3}$ boundary and positive curvature have a single 4 -connected component and are equal to the digitization of the convex hull of their Gauss digitization, they are thus by definition convex digital polygons.

We can now study the digital boundary of convex digital polygons considering the Grid Cell Model with 2-cells (see [16] Chap. 2). In this model, each point of a digitized object is considered as a closed square whom side is equal to 1 . Its topological border defines a Jordan curve in $\mathbb{R}^{2}$. Considering the intersection of this curve with $\left(\mathbb{Z}+\frac{1}{2}\right) \times\left(\mathbb{Z}+\frac{1}{2}\right)$, we obtain the set of elements constituting the digital boundary of our digitized object. This boundary is denoted by $C$. We number the points of $C$ incrementally as we visit them when moving clock-wise along the topological border of the digitized object. Thus each point on the digital boundary has one predecessor and one successor. The points of the digital boundary are noted $\left(C_{k}\right)$ and a set of successive points ordered increasingly from index $i$ to $j$ will be conveniently denoted by $\left[C_{i} C_{j}\right]$ when no ambiguities are raised. Those notations are pictured on Fig. 1. Consequently in the following we restrict our study to the geometry of such 4-connected digital path.

### 2.2 Digital Boundary Of Convex Digital Polygons

We have defined convex digital polygons as particular subsets of $\mathbb{Z}^{2}$ and their usual features are defined from those points, namely vertices and edges. We can consider the vertices and edges on the digital boundary of a CDP as if they were on the CDP itself. Interestingly, the number of edges and vertices on a CDP and the number of edges and vertices on its digital boundary only differ by a constant. Indeed, all edges on the CDP whose direction belongs to $] 0, \frac{\pi}{2}[$ (when edges are oriented clock-wise) belong to the digital boundary of the CDP when shifted with the vector $\left(-\frac{1}{2}, \frac{1}{2}\right)$ (see Fig. 2). Other edges are obtained


Figure 1: A digitized object considering the Grid Cell Model with 2-cells (left) and its digital boundary $C$ (right).


Figure 2: A convex digital polygon, its edges and a digital edge.
symmetrically depending on their direction. As a result, if we denote by $n_{e}(\Gamma)$ the number of edges on the CDP, its digital boundary has at most $n_{e}(\Gamma)+4$ edges and at least $n_{e}(\Gamma)$.

As we consider asymptotic studies where $n_{e}(\Gamma)$ increases and tend toward infinity, we denote by $n_{e}(\Gamma)$ these two quantities. Similarly, we denote the perimeter by $\operatorname{Per}(\Gamma)$.

An edge is the Euclidean segment joining two consecutive vertices, and a digital edge is the digital shortest 4-connected digital segment joining two consecutive vertices. It is clear that we have as many edges as digital edges and as vertices.

### 2.3 Standard line, digital straight segment, maximal segments

Definition 2.4. (Réveillès [23]) The set of points $(x, y)$ of the digital plane verifying $\mu \leq a x-b y<\mu+|a|+|b|$, with $a, b$ and $\mu$ integer numbers, is called the standard line with slope $a / b$ and shift $\mu$.

The standard lines are the 4 -connected discrete lines. The quantity $a x-b y$
is called the remainder of the line. The points whose remainder is $\mu$ (resp. $\mu+|a|+|b|-1$ ) are called upper (resp. lower) leaning points. Finite connected portions of digital lines define digital straight segment.

Definition 2.5. A set of successive points $\left[C_{i} C_{j}\right]$ of $C$ is a digital straight segment (DSS) iff there exists a standard line $D(a, b, \mu)$ containing them. The predicate " $\left[C_{i} C_{j}\right]$ is a DSS" is denoted by $S(i, j)$.

The principal upper and lower leaning points are defined as those with extremal $x$ values. The first index $j, i \leq j$, such that $S(i, j)$ and $\neg S(i, j+1)$ is called the front of $i$. The map associating any $i$ to its front is denoted by $F$. Symmetrically, the first index $i$ such that $S(i, j)$ and $\neg S(i-1, j)$ is called the back of $j$ and the corresponding mapping is denoted by $B$. Maximal segments are defined as those DSS not strictly included in another DSS.

These relations give the four equivalent characterisations of maximal segments:

Definition 2.6. Any set of points $\left[C_{i} C_{j}\right]$ is called a maximal segment iff any of the following equivalent characterizations holds: (1) $S(i, j)$ and $\neg S(i, j+1)$ and $\neg S(i-1, j)$, (2) $B(j)=i$ and $F(i)=j$, (3) $\exists k, i=B(k)$ and $j=F(B(k))$, (4) $\exists k^{\prime}, i=B\left(F\left(k^{\prime}\right)\right)$ and $j=F\left(k^{\prime}\right)$.

As a corollary, any $\operatorname{DSS}\left[C_{i} C_{j}\right]$ (hence any point) belongs to at least one maximal segment. If $\Gamma$ is a convex digital polygon, We will denote by $n_{M S}(\Gamma)$, the number of maximal segment on its digital boundary.

Most of the results demonstrated here are directly transposable to 8-connected curves since there is a natural bijective transformation between standard and naive digital lines. In the paper, all the reasoning is made in the first octant, but it extends naturally to the whole digital plane.

### 2.4 Use of Balog and Bárány's theorem

The original theorem published in [1] deals with the convex hull of Gauss digitizations of plane convex body with $\mathcal{C}^{3}$ boundary and positive curvature for large resolutions. Using Lemma 2.2 and Lemma 2.3 we complete it with the notion of CDP as follows:

Theorem 2.7. (Adapted from Balog, Bárány [1]) If $S$ is a plane convex body with $\mathcal{C}^{3}$ boundary and positive curvature then $\mathcal{D}_{m}(S)$ is a $C D P$ for a big enough $m$ and its number of edges or vertices asymptotically follows

$$
c_{1}(S) m^{\frac{2}{3}} \leq n_{e}\left(\mathcal{D}_{m}(S)\right) \leq c_{2}(S) m^{\frac{2}{3}}
$$

where the constants $c_{1}(S)$ and $c_{2}(S)$ depend on extremal bounds of the curvatures along $S$. Hence for a disc $c_{1}$ and $c_{2}$ are absolute constants.

Theorem 2.7 is used in the sequel as follows: we build lower and upper bounds of the number of maximal segments built on the boundary of a CDP. The upper bound is given by Theorem 3.11 and depends only on the number of edges of the CDP. The lower bound is given by Theorem 3.15 and relies on both the number of edges and the resolution of the digitization. Both bounds are then used in conjunction with Theorem 2.7 to give asymptotic bounds on the number of maximal segments on the boundary of a CDP, with respect to
the resolution of the digitization grid. For the length of maximal segments, we use the same strategy. Upper bound for the length is given by Proposition 4.3 and depends only on the perimeter of the CDP. The lower bound also depends on the perimeter of the CDP. Since the perimeter can be related to the grid size $m$, we obtain in Theorem 5.1 the asymptotic law of the average length of maximal segments along the boundary of the CDP. Those bounds both depend on $m$ and the constants appearing in Theorem 2.7.

### 2.5 Recursive decomposition of DSS

We here recall a few properties about patterns composing DSS and their close relations with continued fractions. They constitute a powerful tool to describe discrete lines with rational slopes [3, 13]. W.l.o.g. all definitions and propositions stated below hold for standard lines and DSS with slopes in the first octant (e.g. $\frac{a}{b}$ with $0 \leq a \leq b$ ). In the first octant, only two Freeman moves are possible:

- 0 : one step to the right,
- 1 : one step up.

Definition 2.8. Given a standard line $(a, b, \mu)$, we call pattern of characteristics $(a, b)$ the succession of Freeman moves between any two consecutive upper leaning points. The Freeman moves defined between any two consecutive lower leaning points is the previous word read from back to front and is called the reversed pattern.

A pattern $(a, b)$ embedded anywhere in the digital plane is obviously a DSS $(a, b, \mu)$ for some $\mu$. Since a DSS has at least either two upper or two lower leaning points, a DSS $(a, b, \mu)$ contains at least one pattern or one reversed pattern of characteristics $(a, b)$.

Its is important to note that if a digital straight segment of characteristics $(a, b, \mu)$ contains $\delta$ pattern $(a, b)$ and $\delta^{\prime}$ reversed-pattern $(a, b)$ then it has exactly $\delta+1$ upper leaning points and $\delta^{\prime}+1$ lower leaning points. Moreover, we have $\delta^{\prime}=\delta \pm 1$. However if a digital straight segment has five leaning point it may be constituted of two patterns and one reversed-pattern or two reversed-patterns and one pattern. As a result the number of leaning points of a digital straight segment cannot precisely describe the number of patterns or reversed-patterns.

Even if the arithmetic approach is a powerful tool for digital straight segment recognition, other approach may reveal useful to get analytic properties. We here recall one of those approaches which is connected to continued fractions.

There exists recursive transformations for computing the pattern of a standard line from the simple continued fraction of its slope (see [3], [25] Chap. 4 and [16] Chap. 9). We choose to focus on Berstel approach, which better suits our purpose.

A continued fraction is an expression of the form:

$$
z=0+\frac{1}{u_{1}+\frac{1}{\ldots+\frac{1}{u_{n}+\ldots}}}
$$

conveniently denoted $\left[0, u_{1}, \ldots, u_{n}, \ldots\right]$. The $u_{i}$ are called elements or partial coefficient and the continued fraction formed with the $k+1$ first partial coefficient is said to be a $k$-th convergent of $z$ and is a rational number denoted by $z_{k}$. The depth of a $k$-th convergent equals $k$. We conveniently denote $p_{k}$ the numerator (resp. $q_{k}$ the denominator) of a $k$-th convergent.

We recall a few more relations regarding the way convergents are related and which will be used later on in this paper:

$$
\begin{array}{cll} 
& \forall k \geq 1 & p_{k} q_{k-1}-p_{k-1} q_{k}=(-1)^{k+1} \\
p_{0}=0 \quad p_{-1}=1 & \forall k \geq 1 & p_{k}=u_{k} p_{k-1}+p_{k-2} \\
q_{0}=1 & q_{-1}=0 & \forall k \geq 1
\end{array} q_{k}=u_{k} q_{k-1}+q_{k-2}, \ldots<z_{2 i}<\ldots<z<\ldots .<z_{2 i+1}<\ldots<z_{3}<z_{1} .
$$

Continued fractions can be finite or infinite, we focus on the case of rational slopes of lines in the first octant, that is finite continued fractions between 0 and 1. Then for each $i, u_{i}$ is a strictly positive integer. In order to have a unique writing we consider that the last partial coefficient is greater or equal to two; except for slope $1=[0,1]$.

Let us now explain how to compute the pattern associated with a rational slope $z$ in the first octant.

Consider $E$ a mapping from the set of positive rational number smaller than one onto the Freeman-move's words. As we only consider slopes in the first octant, we only consider horizontal steps (denoted by 0 ) and vertical steps (denoted by 1 ).

Let us define this mapping as: $E\left(z_{0}\right)=0, E\left(z_{1}\right)=0^{u_{1}} 1$ and others values are expressed recursively:

$$
\begin{align*}
E\left(z_{2 i+1}\right) & =E\left(z_{2 i}\right)^{u_{2 i+1}} E\left(z_{2 i-1}\right)  \tag{5}\\
E\left(z_{2 i}\right) & =E\left(z_{2 i-2}\right) E\left(z_{2 i-1}\right)^{u_{2 i}} \tag{6}
\end{align*}
$$

It has been shown that this mapping constructs the pattern $(a, b)$ for any rationnal slope $z=\frac{a}{b}$. Fig. 3 exemplifies the construction of an odd pattern using the mapping $E$.

The Minkowski $\mathcal{L}^{1}$ length of $E\left(z_{k}\right)$ equals $p_{k}+q_{k}$ and can be expressed recursively using Eq. (2) and (3).

Eq. (4) specifies that even convergents are approximations by lower values and odd convergents are approximations by upper values. It indeed explains that an even pattern $z_{\text {even }}$ and an odd pattern $z_{\text {odd }}$ are combined to form a more complex pattern $z$, the slopes verify $z_{\text {even }}<z<z_{\text {odd }}$.

There exists other equivalent relations for computing numerators and denominators (see [25] Chap. 4 and [16] Chap. 9) and the splitting formula can be used to obtain patterns. However the splitting formula uses two $k$-th convergents with the same depth, whereas we here use two $k$-th convergents of consecutive depths.

For convenience reasons we say that a slope has an even (resp. odd) depth when its development in continued fractions has an even (resp. odd) depth.


Figure 3: A digital straight segment of characteristics $(10,23,0)$ with an odd depth slope, taken between origin and its second lower leaning point.

## 3 Convex digital polygons and number of maximal digital straight segments

### 3.1 Introduction

We now study digital straight segments and patterns lying on the digital contour of Convex Digital Polygons (CDP). More precisely, we establish some relations between maximal segments and digital edges of convex shape digitizations.

From characterizations of discrete convexity [15], we obtain the following property.

Proposition 3.1. Each digital edge of a CDP is either a pattern or a succession of the same pattern whose slope is the one of the edge. In other words, both vertices are upper leaning points of the digital edge.

Proof. Points between two successive vertices on the digital curve are always below the real segment linking the two vertices. From [15], $\left[V_{i} V_{i+1}\right]$ is a DSS. Thus the real line linking $V_{i}$ and $V_{i+1}$ is the upper leaning line of the DSS and both vertices are upper leaning points.

Maximal segments are DSS: between any two upper (resp. lower) leaning points lays at least a lower (resp. upper) leaning point. The slope of a maximal segment is then defined by two consecutive upper and/or lower leaning points. Digital edges are patterns and their vertices are upper leaning points (from Proposition 3.1). Thus, vertices may be upper leaning points but never lower leaning points of maximal segments. Since a digital edge is a DSS, we get:

Lemma 3.2. A maximal segment cannot be strictly contained into a digital edge.

Thus, a digital edge is either a maximal segment or a strict subset of a maximal DSS. Since there is one edge associated to one digital edge, the only specific case is when a digital edge is strictly included in a maximal segment. As we have seen, the vertices of a digital edge are upper leaning points of the
digital edge but not necessarily upper leaning points of the maximal segment containing the digital edge. To see what happens on the boundary of the CDP, we notice that a maximal segment is defined by at least three leaning points. They are two cases: ULU corresponding to two upper and one lower leaning points and LUL corresponding to two lower and one upper leaning points. If a maximal segment contains strictly more than three leaning points, it has at least two upper leaning points and we say that it verifies the ULU case also. In the sequel, we study those two cases by relating them respectively to edges and vertices of the CDP. Thanks to these associations, we could describe in Theorem 3.11 an upper bound on the number of maximal DSS.

### 3.2 Case study



Figure 4: Supporting edge and edge-supported segments of a CDP
We first study the ULU case. Doerksen and Debled [22] proved that principal upper leaning points of maximal segment are vertices of the CDP. Hence, any maximal segment in the ULU case defines a digital edge which links these upper leaning points. This motivates the following definitions (see Fig. 4) and lemma.

Definition 3.3. We call supporting edge, a digital edge whose two vertices define leftmost and rightmost upper leaning points of some maximal segment.

Definition 3.4. We call edge-supported segment, a maximal segment defined by a supporting edge.

Lemma 3.5. A supporting edge defines only one maximal segment: it is the only one containing the edge and it has the same slope. If a maximal segment contains two or more upper leaning points then there is a supporting edge linking its leftmost and rightmost upper leaning points with the same slope. If a maximal segment contains three or more lower leaning points then it contains a supporting edge with the same slope.

Hence, we can associate to any maximal segment in the ULU case its corresponding digital edge. Thus, there is a natural correspondence between ULU maximal segments and a subset of the edges of the CDP.

We then study the LUL case. The only upper leaning point of such a maximal segment is clearly a vertex of the CDP. We thus introduce the following definition (see Fig. 5).

Definition 3.6. We call vertex-supported segment, a maximal segment whose slope is only defined by its two consecutive lower leaning points. Such a segment has only one upper leaning point.


Figure 5: Vertex supported segments of a CDP

It is natural to associate the LUL maximal segment to the vertex U of the CDP. To get bounds on the number of LUL maximal segments, we must study further the relation between vertices of the CDP and LUL segments. This is done in next subsection.

### 3.3 Upper bound for the number of maximal segments

In Propositions 3.9 and 3.10 , we prove that there exists at most one vertexsupported segment of odd and even depth at any vertex of the CDP. But before stating them, we give first two technical lemmas.
Lemma 3.7. Consider a vertex-supported segment, with $L_{1}$ and $L_{2}$ its lower leaning points, leftmost and rightmost respectively. Let us call $U$ its only upper leaning point. If $I$ and $E$ stand as the first and last point of this maximal segment. We have:

$$
F(I)=F\left(L_{1}\right)=E \quad \text { and } \quad B(E)=B\left(L_{2}\right)=I
$$

Proof. Since this maximal segment is vertex-supported, its slope is defined by $\left[L_{1} L_{2}\right.$ ], hence any subset of this maximal segment containing $\left[L_{1} L_{2}\right]$ has the same slope. Therefore $[I E]$ and $\left[L_{1} E\right]$ have the same slope, thus $F(I)=$ $F\left(L_{1}\right)=E$. Similarly $\left[L_{1} E\right]$ and $[I E]$ have the same slope, entailing $B(E)=$ $B\left(L_{2}\right)=I$.
Lemma 3.8. Two distinct vertex-supported segments $M S=\left[I L_{1} L_{2} E\right]$ and $M S^{\prime}=\left[I^{\prime} L_{1}^{\prime} L_{2}^{\prime} E^{\prime}\right]$ cannot have their lower leaning points ordered as follow:

$$
L_{1}^{\prime} \leq L_{1}<L_{2} \leq L_{2}^{\prime}
$$

Proof. If preceding equality holds between $M S$ and $M S^{\prime}$, the extremities of $M S$ can only be set in four positions considering $L_{1}^{\prime}$ and $L_{2}^{\prime}$. We show that none of them can be achieved:

MS cannot be strictly contained into $\left[L_{1}^{\prime} L_{2}^{\prime}\right]$ since $\left[L_{1}^{\prime} L_{2}^{\prime}\right]$ is a DSS.
If MS extends over $\left[L_{1}^{\prime} L_{2}^{\prime}\right]$ then preceding inequality does not hold, because $M S$ and $M S^{\prime}$ would be identical, which raise a contradiction.

Consider now that MS has its first point before $L_{1}^{\prime}$ and its last point before $L_{2}^{\prime}$, we get a contradiction because $F\left(L_{1}\right)=E$ (Lemma 3.7) and $F\left(L_{1}\right) \geq L_{2}^{\prime}$ since $\left[L_{1} L_{2}^{\prime}\right]$ is a DSS.

Similarly if the first point of $M S$ is after $L_{1}^{\prime}$ and its last point after $L_{2}^{\prime}$, $B\left(L_{2}\right)=I$ (Lemma 3.7) and $B\left(L_{2}\right) \leq L_{1}^{\prime}$ since $\left[L_{1}^{\prime} L_{2}\right]$ is a DSS. This concludes the proof.

We now relate the number of vertex-supported segments to the number of digital edges.

Proposition 3.9. On a vertex of the CDP there is at most one vertex-supported segment with an even depth.

Proof. The proof is made by contradiction. Consider there exists two vertexsupported segments of even depth. Say MS of depth $z_{2 i}$ with $L_{1}, L_{2}$ its lower leaning points (leftmost and rightmost) and $U_{2}$ as upper leaning point; $M S^{\prime}$ of depth $z_{2 j}^{\prime}$ with $L_{1}^{\prime}, L_{2}^{\prime}$ its lower leaning points and $U_{2}$ as upper leaning point (they share the same vertex as upper leaning point). If $L_{1}=L_{1}^{\prime}$, then $M S$ and $M S^{\prime}$ coincide since they are maximal segments (using Lemma 3.7). Consider now that $L_{1}^{\prime}<L_{1}$, that is the leftmost lower leaning point of $M S^{\prime}$ lays before the one of MS on the convex discrete curve. In this case it is clear that $\left[L_{1} U_{2}\right] \subset$ $\left[L_{1}^{\prime} U_{2}\right]$. Thus $\left[L_{1}^{\prime} U_{2}\right]=l^{\prime}\left[L_{1} U_{2}\right]$ with $l^{\prime}$ some left strict factor of $\left[L_{1}^{\prime} U_{2}\right]$. From Proposition B.2 $\left[L_{1} U_{2}\right]$ has $E\left(z_{2 i-1}\right)^{u_{2 i}-1}$ as a right factor. We can now write $\left[L_{1}^{\prime} U_{2}\right]=l^{\prime} l E\left(z_{2 i-1}\right)^{u_{2 i}-1}$ with $l$ some left strict factor of $\left[L_{1} U_{2}\right]$, and $\left[L_{1}^{\prime} U_{2}\right]$ contains the pattern $E\left(z_{2 i-1}\right)$. Since $\left[L_{1}^{\prime} U_{2}\right]$ is a right subpart of the pattern $E\left(z_{2 j}^{\prime}\right), E\left(z_{2 i-1}\right)$ is a right strict factor of $E\left(z_{2 j}^{\prime}\right)$.

If $z_{2 i}=\left[0, u_{1}, \ldots, u_{2 i-1}, u_{2 i}\right]$, from Proposition B. 3 the slope $z_{2 j}^{\prime}$ has $z_{2 i-2}$ as a $2 i-2$ convergent, and $u_{2 i-1}^{\prime} \geq u_{2 i-1}$. Thus $z_{2 j}^{\prime}=\left[0, u_{1}, \ldots\right.$ $\left.\ldots, u_{2 i-2}, u_{2 i-1}^{\prime}, u_{2 i}^{\prime}, \ldots, u_{2 j}^{\prime}\right]$. From Proposition B.2 (switching $U_{1} L_{1}$ with $U_{2} L_{2}$ in the proposition) we have $\mathcal{L}^{1}\left(\mathbf{U}_{\mathbf{2}} \mathbf{L}_{\mathbf{2}}\right)=q_{2 i-1}+p_{2 i-1}=u_{2 i-1}\left(q_{2 i-2}+p_{2 i-2}\right)+$ $q_{2 i-3}+p_{2 i-3}$ and $\mathcal{L}^{1}\left(\mathbf{U}_{\mathbf{2}} \mathbf{L}_{\mathbf{2}}^{\prime}\right)=q_{2 j-1}^{\prime}+p_{2 j-1}^{\prime}$.

From the writing of $\mathcal{L}^{1}\left(\mathbf{U}_{\mathbf{2}} \mathbf{L}_{\mathbf{2}}^{\prime}\right)$ and with $u_{2 i-1}^{\prime} \geq u_{2 i-1}$, we have $\mathcal{L}^{1}\left(\mathbf{U}_{\mathbf{2}} \mathbf{L}_{\mathbf{2}}^{\prime}\right) \geq$ $\mathcal{L}^{1}\left(\mathbf{U}_{\mathbf{2}} \mathbf{L}_{\mathbf{2}}\right)$. As a result we have : $L_{1}^{\prime}<L_{1}<U_{2}<L_{2} \leq L_{2}^{\prime}$. Using Lemma 3.8 we get a contradiction.

Similarly, we obtain the same result for a segment with an odd depth.
Proposition 3.10. On a vertex of the CDP there is at most one vertex-supported segment with an odd depth.

We have seen that any edge-supported segment is associated to one edge of the CDP and that to each vertex of the CDP at most two vertex-supported segments can be associated. This leads to the following upper bound.
Theorem 3.11. If $\Gamma$ is a $C D P$, its number of maximal segments is upper bounded by three times its number of edges.

Proof. Let us consider the following numbers of maximal segments:

- $n_{U L U}$ are the edge-supported segments whose slope is given by their upper leaning point. Each of them is linked to a supporting edge.
- $n_{L U L}^{e v e n}$ are the vertex-supported segments with an even depth.
- $n_{L U L}^{o d d}$ are the vertex-supported segments with an odd depth.

It is clear that $n_{M S}(\Gamma)=n_{U L U}+n_{L U L}^{o d d}+n_{L U L}^{\text {even }}$. Moreover we have:

- $n_{U L U} \leq n_{e}(\Gamma)$.
- $n_{L U L}^{e v e n} \leq n_{e}(\Gamma)$ from Proposition 3.9.
- $n_{L U L}^{o d d} \leq n_{e}(\Gamma)$ from Proposition 3.10.

Consequently: $n_{M S} \leq 3 n_{e}(\Gamma)$

### 3.4 Absorption of digital edges by maximal segments and lower bound

In the previous subsection, we provide an upper bound on the number of maximal segments. The lower bound however depends on the resolution $m$ of the digitization process and will be studied later on. In this subsection, we study the absorption phenomena of digital edges by maximal segments.

We recall that each digital edge of the CDP is a pattern. We now try to find how many edges can be absorbed by a single maximal segment. This is done in three steps. We begin with Lemma 3.12 which examines under which conditions a pattern could be extended by successive patterns so that the resulting set is not a pattern but still a digital straight segment. We then determine how many edges (i.e. patterns) can fit into a maximal segment, first into edge-supported segments and secondly into vertex-supported segments (Theorem 3.13). These results, combined together, give the lower bound for the number of maximal segments wrt the number of edges, which is shown to be log-dependent on the maximal slope depth of digital edges.

Lemma 3.12. We call $P_{n}$ a pattern of depth $n$ whose Freeman code is $E\left(z_{n}\right)$. One can build strict right and left factors (called respectively $R$ and $L$ ) of $P_{n}$ such that:
(i) $\left[R P_{n}\right],\left[P_{n} L\right]$ and $\left[R P_{n} L\right]$ are DSS of slope $z_{n}$,
(ii) $R$ and $L$ are patterns (or successions of the same pattern),
(iii) $R P_{n}, P_{n} L$ and $R P_{n} L$ are not patterns,
(iv) the slope of $R$ is greater than that of $P_{n}$ and the slope of $P_{n}$ is greater than that of $L$,
(v) maximal depth of slope of $R$ and $L$ depends on parity of $n$ :

| Depth of $P_{n}$ | maximal depth of $R$ | maximal depth of $L$ |
| :---: | :---: | :---: |
| $2 i+1$ | $2 i+1$ | $2 i$ |
| $2 i$ | $2 i-1$ | $2 i$ |

their Freeman moves are such that:

| Freeman moves of $P_{n}$ | Freeman moves of $R$ | Freeman moves of $L$ |
| :---: | :---: | :---: |
| $E\left(z_{2 i+1}\right)$ | $E\left(z_{2 i}\right)^{u_{2 i+1}-r} E\left(z_{2 i-1}\right)$ | $E\left(z_{2 i}\right)^{u_{2 i+1}-l}$ |
| $E\left(z_{2 i}\right)$ | $E\left(z_{2 i-1}\right)^{u_{2 i}-r}$ | $E\left(z_{2 i-2}\right) E\left(z_{2 i-1}\right)^{u_{2 i}-l}$ |

(vi) Depth of factors obtained by substracting $R$ or $L$ from $P_{n}$ depends on parity of $n$ :

| Depth of $P_{n}$ depth of $P_{n} \backslash R$ depth of $P_{n} \backslash L$ <br>    <br>  $2 i$ $2 i+1$ <br> $2 i$ $2 i$ $2 i-1$ |
| :--- |
| $2 i$ |

Proof. Since $R$ and $L$ are strict factors of $P_{n}$, their Freeman moves are compatible with those of $E\left(z_{n}\right)$, giving same slope when $R, P_{n}$ and $L$ are put together. Thus $\left[R P_{n}\right],\left[P_{n} L\right]$ and $\left[R P_{n} L\right]$ are DSS of slope $z_{n}$. This concludes (i). From
digital straightness we clearly have digital convexity (see [15]). Upper leaning points of this DSS are located at extremities of $P_{n}$.

We simply choose among strict factors $R$ and $L$ those that are patterns so that they fit descriptions given in Eq. (5) and Eq. (6). Which brings (ii).

We may now describe them given the parity of $n$. Consider the case where $n$ is odd (say $n=2 i+1$ ), from Eq. (5) we get: $R=E\left(z_{2 i}\right)^{u_{2 i+1}-r} E\left(z_{2 i-1}\right)$ and $L=E\left(z_{2 i}\right)^{u_{2 i+1}-l}$ with $r>0$ and $l>0$. If $R$ and $L$ are longer patterns, they are not anymore strict factors of $P_{2 i+1}$. We see that $R$ is a pattern of depth $2 i+1$ and that $L$ is a succession of the pattern $E\left(z_{2 i}\right)$, with a depth of $2 i$. This brings $(v) \hat{A}$ in the odd case.

The slope of $R$ equals $z_{2 i+1}^{\prime}=\left[0, u_{1}, \ldots, u_{2 i}, u_{2 i+1}-r\right]=\frac{p_{2 i+1}^{\prime}}{q_{2 i+1}^{\prime}}$. From $E q$. (2) and Eq. (3) we get that $\frac{p_{2 i+1}}{q_{2 i+1}}=\frac{p_{2 i+1}^{\prime}+r p_{2 i}}{q_{2 i+1}^{\prime}+r q_{2 i}}$. The sign of $z_{2 i+1}^{\prime}-z_{2 i+1}$ is that of $p_{2 i+1}^{\prime} q_{2 i}-q_{2 i+1}^{\prime} p_{2 i}$, and is positive (see Eq. (1)). Thus the slope of $R$ is greater than that of $P_{2 i+1}$. Same reasoning applied to $z_{2 i+1}-z_{2 i}$ brings that the slope of $P_{2 i+1}$ is greater than that of L. Thus (iv) holds in the odd case.

Consider now that $n$ is even (say $n=2$ ), from Eq. (6) we get: $R=$ $E\left(z_{2 i-1}\right)^{u_{2 i}-r}$ and $L=E\left(z_{2 i-2}\right) E\left(z_{2 i-1}\right)^{u_{2 i}-l}$. If $R$ and $L$ are longer patterns, they are not anymore strict factors of $P_{2 i}$. Clearly, $R$ has a depth of $2 i-1$ and that of $L$ equals $2 i$. This brings $(v)$ in the even case.

The slope of $L$ equals $z_{2 i}^{\prime}=\left[0, u_{1}, \ldots, u_{2 i-1}, u_{2 i}-l\right]=\frac{p_{2 i}^{\prime}}{q_{2 i}^{\prime}}$. From Eq. (2) and Eq. (3) we get that $\frac{p_{2 i}}{q_{2 i}}=\frac{p_{2 i}^{\prime}+l p_{2 i-1}}{q_{2 i}^{\prime}+l q_{2 i-1}}$. The sign of $z_{2 i}-z_{2 i}^{\prime}$ is that of $q_{2 i}^{\prime} p_{2 i-1}-$ $p_{2 i}^{\prime} q_{2 i-1}$, and is positive (see Eq. (1)). Thus the slope of $P_{n}$ is greater than that of $L$. Same reasoning applied to $z_{2 i-1}-z_{2 i}$ brings that the slope of $R$ is greater than that of $P_{n}$. Thus (iv) holds in the even case.

From Eq. (6) and Eq. (5) and preceding results it is clear that $R P_{n}, P_{n} L$ and $R P_{n} L$ cannot be described as patterns which brings (iii).

If $n$ is odd then the factor obtained by substracting $R$ from $P_{2 i+1}$ equals $E\left(z_{2 i}\right)^{r}$ and substracting $L$ from $P_{2 i+1}$ gives $E\left(z_{2 i}\right)^{l} E\left(z_{2 i-1}\right)$. In the even case the factor obtained by substracting $R$ from $P_{2 i}$ equals $E\left(z_{2 i-2}\right) E\left(z_{2 i-1}\right)^{r}$ and substracting $L$ from $P_{2 i}$ gives $E\left(z_{2 i-1}\right)^{l}$. Thus (vi) holds.

Theorem 3.13 shows that the maximal number of digital edges that may be contained in a maximal segment linearly depends on the depth of its slope.

Theorem 3.13. We have the following:

1. Let $E$ be a supporting edge whose slope has a depth $n, n \geq 2$, then the edgesupported maximal segment associated with $E$ includes at most $n$ other edges on each side of $E$.
2. Any vertex-supported maximal segment whose slope has a depth $n$ includes at most $2 n$ edges.

Proof. We only provide the proof of the first result and refer to [9] for a similar proof of the second result.

We construct $2 n$ digital edges around $E$ :

- $\left(R_{i}\right)_{1 \leq i \leq n}$ at left of $E$,
- $\left(L_{i}\right)_{1 \leq i \leq n}$ at right of $E$.

These edges are such that $\left[R_{n} \ldots R_{i} \ldots R_{1} E L_{1} \ldots L_{j} \ldots L_{n}\right]$ is a DSS of slope $z_{n}=a / b$ and has no other upper leaning points but those located on $E$. $E$ may contain several times the pattern $E\left(z_{n}\right)$. It is clear that $R_{n} \ldots R_{i} \ldots R_{1}$ (resp. $L_{1} \ldots L_{j} \ldots L_{n}$ ) has to be a right (resp. left) strict factor of $E\left(z_{n}\right)$ to be compatible with it. Moreover $R_{i}$ is a right strict factor of $E\left(z_{n}\right) \backslash R_{i-1} \ldots R_{1}$ and $L_{i}$ is a left strict factor of $E\left(z_{n}\right) \backslash L_{1} \ldots L_{i-1}$. From Proposition 3.1 if $\left(R_{i}\right)_{1 \leq i \leq n}$ and $\left(L_{i}\right)_{1 \leq i \leq n}$ are patterns or successions of the same pattern, then they are digital edges. From Eq. (5) and Eq. (6) two successive digital edges with same depth (say $n$ ) cannot form a right or left strict factor of a pattern with same depth. Thus depths of $\left(R_{i}\right)_{1 \leq i \leq n}$ and $\left(L_{i}\right)_{1 \leq i \leq n}$ are decreasing when $i$ increases. Moreover to fulfill convexity properties, slopes of edges are decreasing from $R_{n}$ to $L_{n}$.

We now build $\left(R_{i}\right)_{1 \leq i \leq n}$ when $n$ is odd (say $n=2 i+1$ ). From Lemma $3.12(v)$, $R_{1}$ has a depth that equals $2 i+1$ and $R_{2}$ is a right strict factor of $E\left(z_{n}\right) \backslash R_{1}$ which is by Lemma $3.12(v i)$ a pattern of depth $2 i$. Applying again Lemma 3.12(v) brings $R_{2}$ with a depth of $2 i-1$. Since complexities are decreasing, we only take into account the right part of $E\left(z_{n}\right) \backslash R_{1} R_{2}$ which has a depth equaling at most $2 i-1$, that is $E\left(z_{2 i-1}\right)^{r_{2}}$. We can now build $R_{3}$ and $R_{4}$ using Lemma 3.12 on $E\left(z_{2 i-1}\right)$. Applying the same reasoning recursively brings other edges as shown on Table 1. Lemma 3.12( iv) also implies decreasing slopes, that is digital convexity.

Constructions for the three other cases are given in Tables 1 and 2 and follow the same reasoning. To satisfy full decomposition each $\left(u_{k}\right)_{1 \leq n}$ has to be equal or greater than 2. If this condition is not meet for some $k$, than steps associated with it (e.g. any factors containing $u_{k}-r_{j}$ or $u_{k}-l_{j}$ as powers of some pattern) are skipped. This concludes the proof.

The following corollary is based on the proof of Theorem 3.13 by taking the worst-case construction. A similar result related to linear integer programming is in [24]. It may also be obtained by viewing standard lines as intersection of two knapsack polytopes [14].

Corollary 3.14. The shortest pattern of a supporting edge for which its maximal segment may contain $2 n+1$ digital edge is $z_{n}=[0,2, \ldots, 2]$. If the DCP is enclosed in a $m \times m$ grid, then the maximal number $n$ of digital edges included in one maximal segment is upper bounded as:

$$
n \leq \frac{\log (2 \sqrt{2} m)}{\log (1+\sqrt{2})}-1
$$

Proof. From Theorem 3.13 we know that maximal segments may contain at most $2 n+1$ digital edges. We further know that these ones are edge-supported segments. We now look for the shortest pattern. To fulfill all conditions, if $z_{n}=\left[0, u_{1}, \ldots, u_{n}\right]$ is the slope of the pattern then each $u_{i}, 1 \leq i \leq n$, has to be greater or equal than two. The length of each pattern $z_{n}\left(\operatorname{say} \mathcal{L}^{1}\left(E\left(z_{n}\right)\right)\right)$ can be computed using Eq (2) and (3) and can be expressed as a functional of $u_{1}, \ldots, u_{n}$. A closer look these equations brings that: $\frac{\partial \mathcal{L}^{1}\left(E\left(z_{n}\right)\right)}{\partial u_{i}} \geq 0$ for each $1 \leq i \leq n$. As a result, the shortest pattern that matches Theorem 3.13 is such that: $1 \leq i \leq n \quad u_{i}=2$ and $u_{0}=0$.

Asymptotically, we get the number $L=[0,2, \ldots, 2, \ldots]$, which is a quadratic number equal to $-1+\sqrt{2}$. Its recursive characterization is $U_{n}=2 U_{n-1}+U_{n-2}$

Table 1: Constructions of $\left(R_{i}\right)_{1 \leq i \leq n}$ and $\left(L_{i}\right)_{1 \leq i \leq n}$ given $n$ odd .
Constructions of $\left(R_{i}\right)_{1 \leq i \leq n}$ when $n=2 i+1$

| Factor | Freeman moves | Depth |
| :---: | :---: | :---: |
| $R_{1}$ | $E\left(z_{2 i}\right)^{u_{2 i+1}-r_{1}} E\left(z_{2 i-1}\right)$ | $2 i+1$ |
| $R_{2}$ | $E\left(z_{2 i-1}\right)^{u_{2 i}-r_{2}}$ | $2 i-1$ |
| $R_{3}$ | $E\left(z_{2 i-2}\right)^{u_{2 i-1}-r_{3}} E\left(z_{2 i-3}\right)$ | $2 i-1$ |
| $R_{4}$ | $E\left(z_{2 i-3}\right)^{u_{2 i-2}-r_{4}}$ | $2 i-3$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $R_{2 j}$ | $E\left(z_{2 i+1-2 j}\right)^{u_{2 i+2-2 j}-r_{2 j}}$ | $2 i+1-2 j$ |
| $R_{2 j+1}$ | $E\left(z_{2 i-2 j}\right)^{u_{2 i+1-2 j}-r_{2 j+1}} E\left(z_{2 i-1-2 j}\right)$ | $2 i+1-2 j$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $R_{2 i+1}$ | $0^{u_{1}-r_{2 i+1}} 1$ | 1 |

Constructions of $\left(L_{i}\right)_{1 \leq i \leq n}$ when $n=2 i+1$

| Factor | Freeman moves | Depth |
| :---: | :---: | :---: |
| $L_{1}$ | $E\left(z_{2 i}\right)^{u_{2 i+1}-l_{1}}$ | $2 i$ |
| $L_{2}$ | $E\left(z_{2 i-2}\right) E\left(z_{2 i-1}\right)^{u_{2 i}-l_{2}}$ | $2 i$ |
| $L_{3}$ | $E\left(z_{2 i-2}\right)^{u_{2 i-1}-l_{3}}$ | $2 i-2$ |
| $L_{4}$ | $E\left(z_{2 i-4}\right) E\left(z_{2 i-3}\right)^{u_{2 i-2}-l_{4}}$ | $2 i-2$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $L_{2 j}$ | $E\left(z_{2 i-2 j}\right) E\left(z_{2 i+1-2 j}\right)^{u_{2 i+2-2 j}-l_{2 j}}$ | $2 i+2-2 j$ |
| $L_{2 j+1}$ | $E\left(z_{2 i-2 j}\right)^{u_{2 i+1-2 j}-l_{2 j+1}}$ | $2 i-2 j$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $L_{2 i+1}$ | $0^{u_{1}-l_{2 i+1}}$ | 0 |

with $U_{0}=0$ and $U_{1}=1$. We also have $z_{n}=[0, \underbrace{2, \ldots, 2}_{n \text { times }}]=\frac{U_{n}}{U_{n+1}}$.
Solving it leads to $U_{n}=\frac{\sqrt{2}}{4}\left((1+\sqrt{2})^{n}-(1-\sqrt{2})^{n}\right)$. Hence asymptotically, $U_{n} \approx \frac{\sqrt{2}}{4}(1+\sqrt{2})^{n}$ and $\lim _{n \rightarrow \infty} \frac{U_{n}}{U_{n+1}}=L$.

Recall that $z_{n}$ is the $n$-th convergent of $L$. We have $\mathcal{L}^{1}\left(E\left(z_{n}\right)\right)=U_{n}+U_{n+1}$. To fit into an $m \times m$ grid, $z_{n}$ is such that $U_{n+1} \leq m$. We thus obtain that $n \leq \frac{\log (2 \sqrt{2} m)}{\log (1+\sqrt{2})}-1$.

We give now the upper and lower bounds for the number of maximal segments on finite CDP.

Theorem 3.15. The number of maximal segments on a CDP enclosed into a $m \times m$ grid is bounded by:

$$
\frac{n_{e}(\Gamma)}{K_{1} \log m+K_{2}} \leq n_{M S}(\Gamma) \leq 3 n_{e}(\Gamma)
$$

with $K_{1}=\frac{2}{\log (1+\sqrt{2})}$ and $K_{2}=\frac{\log 8(\sqrt{2}-1)}{\log (1+\sqrt{2})}$

Table 2: Constructions of $\left(R_{i}\right)_{1 \leq i \leq n}$ and $\left(L_{i}\right)_{1 \leq i \leq n}$ given $n$ even.
Constructions of $\left(R_{i}\right)_{1 \leq i \leq n}$ when $n=2 i$

| Factor | Freeman moves | Depth |
| :---: | :---: | :---: |
| $R_{1}$ | $E\left(z_{2 i-1}\right)^{u_{2 i}-r_{1}}$ | $2 i-1$ |
| $R_{2}$ | $E\left(z_{2 i-2}\right)^{u_{2 i-1}-r_{2}} E\left(z_{2 i-3}\right)$ | $2 i-1$ |
| $R_{3}$ | $E\left(z_{2 i-3}\right)^{u_{2 i-2}-r_{3}}$ | $2 i-3$ |
| $R_{4}$ | $E\left(z_{2 i-4}\right)^{u_{2 i-3}-r_{4}} E\left(z_{2 i-5}\right)$ | $2 i-3$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $R_{2 j}$ | $E\left(z_{2 i-2 j}\right)^{u_{2 i+1-2 j}-r_{2 j}} E\left(z_{2 i-1-2 j}\right)$ | $2 i+1-2 j$ |
| $R_{2 j+1}$ | $E\left(z_{2 i-1-2 j}\right)^{u_{2 i-2 j}-r_{2 j+1}}$ | $2 i-1-2 j$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $R_{2 i}$ | $0^{u_{1}-r_{2 i}} 1$ | 1 |

Constructions of $\left(L_{i}\right)_{1 \leq i \leq n}$ when $n=2 i$

| Factor | Freeman moves | Depth |
| :---: | :---: | :---: |
| $L_{1}$ | $E\left(z_{2 i-2}\right) E\left(z_{2 i-1}\right)^{u_{2 i}-l_{1}}$ | $2 i$ |
| $L_{2}$ | $E\left(z_{2 i-2}\right)^{u_{2 i-1}-l_{2}}$ | $2 i-2$ |
| $L_{3}$ | $E\left(z_{2 i-4}\right) E\left(z_{2 i-3}\right)^{u_{2 i-2}-l_{3}}$ | $2 i-2$ |
| $L_{4}$ | $E\left(z_{2 i-4}\right)^{u_{2 i-3}-l_{4}}$ | $2 i-4$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $L_{2 j}$ | $E\left(z_{2 i-2 j}\right)^{u_{2 i+1-2 j}-l_{2 j}}$ | $2 i-2 j$ |
| $L_{2 j+1}$ | $E\left(z_{2 i-2-2 j}\right) E\left(z_{2 i-1-2 j}\right)^{u_{2 i-2 j}-l_{2 j+1}}$ | $2 i-2 j$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $L_{2 i}$ | $0^{u_{1}-l_{2 i}}$ | 0 |

Proof. We know that maximal segments cover the entire discrete curve and that a maximal segment of depth $n$ contains at most $2 n+1$ digital edges. Thus there cannot be less maximal segments than $n_{e}(\Gamma) /(2 n+1)$. Preceding corollary yields:

$$
n \leq \frac{\log (2 \sqrt{2} m)}{\log (1+\sqrt{2})}-1
$$

Which leads to the inequality:

$$
\frac{n_{e}(\Gamma) \log (1+\sqrt{2})}{2 \log m+\log 8(\sqrt{2}-1)} \leq n_{M S}(\Gamma) \leq \frac{n_{e}(\Gamma)}{2 n+1}
$$

Theorem 3.11 brings the upper bound, putting both inequalities together bring:

$$
\frac{n_{e}(\Gamma)}{K_{1} \log m+K_{2}} \leq n_{M S}(\Gamma) \leq 3 n_{e}(\Gamma)
$$

## 4 Length of maximal digital straight segments

We present in this part how the length of maximal segments and of digital edges are tightly intertwined. We call $\mathcal{L}^{1}$ the length estimator based on the Minkowski
distance. For a vector $\mathbf{u}$ we write $\mathcal{L}^{1}(\mathbf{u})$ and for a 4 -connected discrete path $[A B]$ we write $\mathcal{L}^{1}([A B])$. Note that if $[A B]$ is a DSS then $\mathcal{L}^{1}([A B])=\mathcal{L}^{1}(\mathbf{A B})$.

We begin our study by comparing the length of edge-supported with the length of its associated supporting edge (Proposition 4.1). We similarly study vertex-supported segments (Proposition 4.2).
Proposition 4.1. Let $\left[V_{k} V_{k+1}\right]$ be a supporting edge of slope $\frac{a}{b}$ made of $f$ patterns $(a, b)$ and let MS be the maximal segment associated with it (Lemma 3.5). Their lengths are linked by the inequalities:

$$
\begin{gathered}
\mathcal{L}^{1}\left(V_{k} V_{k+1}\right) \leq \mathcal{L}^{1}(M S) \leq \frac{f+2}{f} \mathcal{L}^{1}\left(V_{k} V_{k+1}\right)-2 \\
\frac{1}{3} \mathcal{L}^{1}(M S)<\mathcal{L}^{1}\left(V_{k} V_{k+1}\right) \leq \mathcal{L}^{1}(M S)<3 \mathcal{L}^{1}\left(V_{k} V_{k+1}\right)
\end{gathered}
$$

Proof. Vertices $V_{k}$ and $V_{k+1}$ are leftmost and rightmost upper leaning points of $M S$. The points $V_{k}-(b, a), V_{k+1}+(b, a)$ while clearly upper leaning points of the standard line going through $\left[V_{k} V_{k+1}\right]$ cannot belong to the CDP. Hence $M S$ cannot extend further of its supporting edge of more than $|a|+|b|-1$ points on both sides. Consequently $\mathcal{L}^{1}(M S) \leq \mathcal{L}^{1}\left(V_{k} V_{k+1}\right)+2(|a|+|b|-1)$. Using $\mathcal{L}^{1}\left(V_{k} V_{k+1}\right)=f(|a|+|b|)$ brings: $\left.\mathcal{L}^{1}\left(V_{k} V_{k+1}\right) \leq \mathcal{L}^{1}(M S)\right) \leq \frac{f+2}{f} \mathcal{L}^{1}\left(V_{k} V_{k+1}\right)-2$. Worst cases bring $\mathcal{L}^{1}\left(V_{k} V_{k+1}\right) \leq \mathcal{L}^{1}(M S)<3 \mathcal{L}^{1}\left(V_{k} V_{k+1}\right)$

Proposition 4.2. Let $M S$ be a vertex-supported segment and $V_{k}$ its upper leaning point which is a vertex of the CDP. The length of this maximal segment is upper bounded by:

$$
\mathcal{L}^{1}(M S) \leq 4\left(\mathcal{L}^{1}\left(V_{k-1} V_{k}\right)+\mathcal{L}^{1}\left(V_{k} V_{k+1}\right)\right)
$$

Proof. We call $L_{1}, L_{2}$ the leftmost and rightmost lower leaning points and $U_{2} \equiv V_{k}$ the upper leaning point (see Fig. 3). Suppose that MS has a slope with an odd depth (say $2 i+1$ ).

Proposition B. 1 implies $\mathcal{L}^{1}\left(\mathbf{L}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}\right)=q_{2 i}+p_{2 i}$. There is clearly a right part of [ $\left.L_{1} U_{2}\right]$ (i.e. $\left[L_{1} V_{k}\right]$ ) that is contained in $\left[V_{k-1} V_{k}\right]$ and touches $V_{k}$. The pattern $E\left(z_{2 i-1}\right)^{u_{2 i}}$ is a right factor of $\left[L_{1} U_{2}\right]$ (Proposition B. 1 again). It is indeed a right factor of $\left[V_{k-1} V_{k}\right]$ too, since it cannot extends further than $V_{k-1}$ to the left without defining a longer digital edge. We get $\left[V_{k-1} V_{k}\right] \supseteq E\left(z_{2 i-1}\right)^{u_{2 i}}$ and immediately $\mathcal{L}^{1}\left(V_{k-1} V_{k}\right) \geq u_{2 i} \mathcal{L}^{1}\left(E\left(z_{2 i-1}\right)\right)=u_{2 i}\left(q_{2 i-1}+p_{2 i-1}\right)$.

From Eq. (2) and Eq. (3), we have: $q_{2 i}+p_{2 i}=u_{2 i}\left(q_{2 i-1}+p_{2 i-1}\right)+q_{2 i-2}+$ $p_{2 i-2}$ and $q_{2 i-2}+p_{2 i-2} \leq q_{2 i-1}+p_{2 i-1}$. We obtain immediately $\mathcal{L}^{1}\left(\mathbf{L}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}\right)=$ $q_{2 i}+p_{2 i} \leq\left(u_{2 i}+1\right)\left(q_{2 i-1}+p_{2 i-1}\right)$. By comparing this length to the length of the digital edge $\left[V_{k-1} V_{k}\right]$, we get:

$$
\mathcal{L}^{1}\left(\mathbf{L}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}\right) \leq \frac{u_{2 i}+1}{u_{2 i}} \mathcal{L}^{1}\left(V_{k-1} V_{k}\right)
$$

Proposition B. 1 and similar arguments on $\left[V_{k} V_{k+1}\right]$ bring :

$$
\mathcal{L}^{1}\left(\mathbf{U}_{\mathbf{2}} \mathbf{L}_{\mathbf{2}}\right) \leq \frac{u_{2 i+1}}{u_{2 i+1}-1} \mathcal{L}^{1}\left(V_{k-1} V_{k}\right)
$$

Worst cases are then $\mathcal{L}^{1}\left(\mathbf{L}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}\right) \leq 2 \mathcal{L}^{1}\left(V_{k-1} V_{k}\right)$ and $\mathcal{L}^{1}\left(\mathbf{U}_{\mathbf{2}} \mathbf{L}_{\mathbf{2}}\right) \leq 2 \mathcal{L}^{1}\left(V_{k} V_{k+1}\right)$. The case where MS has a slope with an even depth (say 2i) uses Proposition B. 2
and for the same reasons as above leads to:

$$
\begin{gathered}
\mathcal{L}^{1}\left(\mathbf{L}_{1} \mathbf{U}_{\mathbf{2}}\right) \leq \frac{u_{2 i}}{u_{2 i}-1} \mathcal{L}^{1}\left(V_{k-1} V_{k}\right) \leq 2 \mathcal{L}^{1}\left(V_{k-1} V_{k}\right) \\
\mathcal{L}^{1}\left(\mathbf{U}_{\mathbf{2}} \mathbf{L}_{\mathbf{2}}\right) \leq \frac{u_{2 i-1}+1}{u_{2 i-1}} \mathcal{L}^{1}\left(V_{k} V_{k+1}\right) \leq 2 \mathcal{L}^{1}\left(V_{k} V_{k+1}\right)
\end{gathered}
$$

Since MS has only one upper leaning point, it cannot be extended further than $\mathcal{L}^{1}\left(\mathbf{U}_{\mathbf{2}} \mathbf{L}_{\mathbf{2}}\right)$ on the left and $\mathcal{L}^{1}\left(\mathbf{L}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}\right)$ on the right (Lemma 3.5). Thus, we get:

$$
\mathcal{L}^{1}(M S) \leq 4\left(\mathcal{L}^{1}\left(V_{k-1} V_{k}\right)+\mathcal{L}^{1}\left(V_{k} V_{k+1}\right)\right)
$$

We are now able to compare the total length of maximal segments with the perimeter of the DCP.

Proposition 4.3. Let $\Gamma$ be a $C D P, n_{M S}(\Gamma)$ the number of maximal segment on $\Gamma$, then :

$$
\sum_{i \in n_{M S}(\Gamma)} \mathcal{L}^{1}\left(M S_{i}\right) \leq 19 \operatorname{Per}(\Gamma)
$$

Proof. With the notations of Theorem 3.11 and with slight abuse of notations, we decompose the total length as:

$$
\sum_{n_{M S}} \mathcal{L}^{1}\left(M S_{i}\right)=\sum_{n_{U L U}} \mathcal{L}^{1}\left(M S_{U L U}\right)+\sum_{n_{L U L}^{o d d}} \mathcal{L}^{1}\left(M S_{L U L}^{o d d}\right)+\sum_{\substack{e v e n \\ n_{L U L}^{e d}}} \mathcal{L}^{1}\left(M S_{L U L}^{e v e n}\right)
$$

Let us now focus on $\sum_{n_{U L U}} \mathcal{L}^{1}\left(M S_{U L U}\right)$, using Proposition 4.1 we get :

$$
\sum_{n_{U L U}} \mathcal{L}^{1}\left(M S_{U L U}\right) \leq 3 \sum_{n_{U L U}} \mathcal{L}^{1}\left(\left[V_{k} V_{k+1}\right]\right)
$$

Using $n_{U L U} \leq n_{e}(\Gamma)$ and the fact that each digital edge appears at most once lead us to $\sum_{n_{U L U}} \mathcal{L}^{1}\left(\left[V_{k} V_{k+1}\right]\right) \leq \operatorname{Per}(\Gamma)$ entailing that:

$$
\sum_{n_{U L U}} \mathcal{L}^{1}\left(M S_{U L U}\right) \leq 3 \operatorname{Per}(\Gamma)
$$

Considering $\sum_{n_{\text {odd }}^{\text {odd }}} \mathcal{L}^{1}\left(M S_{L U L}^{\text {odd }}\right)$ and $\sum_{n_{\text {net }}^{\text {even }}} \mathcal{L}^{1}\left(M S_{L U L}^{\text {even }}\right)$ with Proposition 4.2 we have:

$$
\begin{aligned}
& \sum_{n_{\text {odd }}^{\text {odd }}} \mathcal{L}^{1}\left(M S_{L U L}^{\text {odd }}\right) \leq 4 \sum_{n_{\text {odd }}^{\text {odd }}}\left(\mathcal{L}^{1}\left(\left[V_{k-1} V_{k}\right]\right)+\mathcal{L}^{1}\left(\left[V_{k} V_{k+1}\right]\right)\right) \\
& \sum_{n_{L U L}^{\text {even }}} \mathcal{L}^{1}\left(M S_{L U L}^{\text {even }}\right) \leq 4 \sum_{n_{L U L}^{\text {even }}}\left(\mathcal{L}^{1}\left(\left[V_{k-1} V_{k}\right]\right)+\mathcal{L}^{1}\left(\left[V_{k} V_{k+1}\right]\right)\right)
\end{aligned}
$$

Considering that $n_{L U L}^{\text {odd }} \leq n_{e}(\Gamma)$ (from Proposition 3.10) and $n_{L U L}^{\text {even }} \leq n_{e}(\Gamma)$ (from Proposition 3.9) and that each digital edge appears at most once, we clearly get :

$$
\sum_{\substack{n_{L U L}^{o d d}}} \mathcal{L}^{1}\left(M S_{L U L}^{o d d}\right) \leq 4\left(\sum_{\substack{\text { nodd } \\ L U L}} \mathcal{L}^{1}\left(\left[V_{k-1} V_{k}\right]\right)+\sum_{\substack{\text { } \\ n_{L U L}}} \mathcal{L}^{1}\left(\left[V_{k} V_{k+1}\right]\right)\right) \leq 8 \operatorname{Per}(\Gamma)
$$

$$
\sum_{\substack{n_{L U L}^{\text {even }}}} \mathcal{L}^{1}\left(M S_{L U L}^{\text {even }}\right) \leq 4\left(\sum_{\substack{\text { even } \\ L U L}} \mathcal{L}^{1}\left(\left[V_{k-1} V_{k}\right]\right)+\sum_{n_{L U L}^{\text {even }}} \mathcal{L}^{1}\left(\left[V_{k} V_{k+1}\right]\right)\right) \leq 8 \operatorname{Per}(\Gamma)
$$

Eventually putting everything together brings:

$$
\sum_{n_{M S}} \mathcal{L}^{1}\left(M S_{i}\right) \leq 19 \operatorname{Per}(\Gamma)
$$

We are now able to bound the average length of maximal segments wrt the number of edges on a CDP and the grid in which it is enclosed.
Theorem 4.4. Let $\Gamma$ be a CDP enclosed in a $m \times m$ grid, we have :

$$
\frac{\operatorname{Per}(\Gamma)}{3 n_{e}(\Gamma)} \leq \frac{\sum_{n_{M S}} \mathcal{L}^{1}\left(M S_{i}\right)}{n_{M S}(\Gamma)} \leq \frac{19 \operatorname{Per}(\Gamma)\left(K_{1} \log m+K_{2}\right)}{n_{e}(\Gamma)}
$$

with $K_{1}$ and $K_{2}$ defined as in Theorem 3.15.
Proof. From Theorem 3.15 we get :

$$
\frac{1}{3 n_{e}(\Gamma)} \leq \frac{1}{n_{M S}(\Gamma)} \leq \frac{K_{1} \log m+K_{2}}{n_{e}(\Gamma)}
$$

And from Proposition 4.3:

$$
\sum_{n_{M S}} \mathcal{L}^{1}\left(M S_{i}\right) \leq 19 \operatorname{Per}(\Gamma)
$$

Since maximal segments cover the entire discrete curve we have:

$$
\operatorname{Per}(\Gamma) \leq \sum_{n_{M S}} \mathcal{L}^{1}\left(M S_{i}\right)
$$

It is now easy to see that:

$$
\frac{\operatorname{Per}(\Gamma)}{3 n_{e}(\Gamma)} \leq \frac{\sum_{n_{M S}} \mathcal{L}^{1}\left(M S_{i}\right)}{n_{M S}(\Gamma)} \leq \frac{19 \operatorname{Per}(\Gamma)\left(K_{1} \log m+K_{2}\right)}{n_{e}(\Gamma)}
$$

We have thus shown that, on convex digital polygons, the average size of maximal segments is essentially proportional to the average size of the digital edges. Maximal segments may be slightly longer than digital edges on average by a logarithmic factor of the size of the grid containing the digital shape.

## 5 Asymptotic convergence

We may now turn to a direct application of the previous results of the paper by studying the asymptotic properties of discrete geometric estimators on digitized shapes. We therefore consider a plane convex body $S$ which is contained in the square $[0,1] \times[0,1]$ (w.l.o.g.). Furthermore, we assume that its boundary $\gamma=\partial S$ is $\mathcal{C}^{3}$ with everywhere strictly positive curvature. This assumption is not very restrictive since people are mostly interested in regular shapes. Furthermore, the results of this section remains valid if the shape can be divided into a finite number of convex and concave parts; each one is then treated separately. The digitization of $S$ with step $1 / m$ defines a digital convex polygon $\Gamma(m)$ inscribed in a $m \times m$ grid. We first examine the asymptotic behavior of the maximal segments of $\Gamma(m)$, both theoretically and experimentally. We then study the asymptotic convergence of a discrete curvature estimator.


Figure 6: For both curves, the digitized shape is a disk of radius 1 and the abscissa is the digitization resolution. Left: plot in log-space of the $\mathcal{L}^{1}$-size of maximal segments. Right: plot of the mean and standard deviation of the absolute error of curvature estimation, $|\hat{\kappa}-1|($ expected curvature is 1$)$.

### 5.1 Asymptotic behavior of maximal segments

The next theorem summarizes the asymptotic average size of maximal segments with respect to the grid size $m$.

Theorem 5.1. The average $\mathcal{L}^{1}$-length $L(\Gamma(m))$ of the maximal segments of $\Gamma(m)$ has the following asymptotic bounds:

$$
\begin{equation*}
\Theta\left(m^{\frac{1}{3}}\right) \leq L(\Gamma(m)) \leq \Theta\left(m^{\frac{1}{3}} \log m\right) \tag{7}
\end{equation*}
$$

Proof. Theorem 4.4 gives for the $D C P \Gamma(m)$ the following inequality:

$$
\frac{\operatorname{Per}(\Gamma)}{3 n_{e}(\Gamma)} \leq \frac{\sum_{n_{M S}} \mathcal{L}^{1}\left(M S_{i}\right)}{n_{M S}} \leq \frac{19 \operatorname{Per}(\Gamma)\left(K_{1} \log m+K_{2}\right)}{n_{e}(\Gamma)}
$$

where $K_{1}$ and $K_{2}$ are two constants.
Since $\Gamma(m)$ is convex and included in the subset $m \times m$ of the digital plane, its perimeter $\operatorname{Per}(\Gamma(m))$ is upper bounded by $4 m$. Furthermore, for a sufficiently large $m$, this perimeter is lower bounded by $p(\Gamma) m$, where $p(\Gamma)$ is twice the sum of the width and height of the bounding box of $\Gamma$. On the other hand, Theorem 2.7 indicates that its number of edges $n_{e}(\Gamma(m))$ is lower bounded by $c_{1}(S) m^{\frac{2}{3}}$ and upper bounded by $c_{2}(S) m^{\frac{2}{3}}$. Putting everything together gives:

$$
\frac{p(\Gamma) m}{3 c_{2}(\Gamma) m^{\frac{2}{3}}} \leq L(\Gamma(m)) \leq \frac{19 \times 4 m \times\left(K_{1} \log m+K_{2}\right)}{c_{1}(\Gamma) m^{\frac{2}{3}}}
$$

which is once reduced what we wanted to show.
Although there are points on a shape boundary around which maximal segments grow as fast as $O\left(m^{\frac{1}{2}}\right)$ (the critical points in [19]), most of them do not grow as fast.

On average, maximal segments grows as $\Theta\left(m^{\frac{1}{3}}\right)$, this fact is confirmed with experiments. Fig. 6, left, plots the size of maximal segments for a disk digitized with increasing resolution.

### 5.2 Asymptotic convergence of discrete geometric estimators

A useful property that a discrete geometric estimator may have is to converge toward the geometric quantity of the continuous shape boundary when the digitization grid gets finer $[4,5,17]$.

Of course, interesting discrete geometric estimator should converge for a large class of curves. We now recall the definition of a discrete curvature estimator based on DSS recognition [4].

Definition 5.2. Let $P$ be any point on a digital contour $\Gamma$ in a grid of step $\frac{1}{m}$, $Q=B(P)$ and $R=F(P)$ are the extremities of the longest DSS starting from $P$ (called half-tangents). Then the curvature estimator by circumcircle $\hat{\kappa}(P)$ is the inverse of the radius of the circle circumscribed to $P, Q$ and $R$, rescaled by the resolution $m$.

Experiments show that this estimator rather correctly estimates the curvature of discrete circles on average ( $\approx 20 \%$ error) at low resolution. It seems indeed better than any other curvature estimators proposed in the litterature. Theorem B. 4 of [4] demonstrates the asymptotic convergence of this curvature estimator, subject to the conjecture:
Conjecture 5.3. Half-tangents on digitized boundaries grow at a rate of $\Theta\left(m^{\frac{1}{2}}\right)$ with the resolution $m$.

However, with our study of maximal segments, we can state that
Claim 5.4. Conjecture 5.3 is not verified for digitizations of $\mathcal{C}^{3}$-curves with strictly positive curvature. We cannot conclude on the asymptotic convergence of the curvature estimator by circumcircle.

Proof. It is enough to note that half-tangents, being DSS, are included in maximal segments and may not be longer. Thus Theorem 5.1 concludes.

The asymptotic convergence of a curvature estimator is thus still an open problem. Furthermore, precise experimental evaluation of this estimator indicates that it is most certainly not asymptotically convergent, although it is on average one of the most stable digital curvature estimator (see Fig. 6, right). Former experimental evaluations of this estimator were averaging the curvature estimates on all contour points. The convergence of the average of all curvatures does not induce the convergence of the curvature at one point.

## 6 Conclusion

As a conclusion, we have studied digital straight segments lying on convex digital shapes. We have shown several results relating quantities over maximal segments to the same quantities over digital edges. For shapes digitized at increasing resolutions, their asymptotic behaviour has also been studied. Contrary to what was thought before in the litterature, maximal segments are shown to grow essentially at a rate of $m^{\frac{1}{3}}$ on average. These results will enable us in the future to find convergence rates for digital tangent estimators as well as defining a convergent digital curvature estimator.

## A Digitization and 4 connected curves

Lemma A.1. Let $S$ be a convex subset of $\mathbb{R}^{2}$ then $\mathcal{D}(S)=\mathcal{D}(\operatorname{conv}(\mathcal{D}(S)))$
Proof. First we prove that $\mathcal{D}(S)$ is always a subset of $\mathcal{D}(\operatorname{conv}(\mathcal{D}(S)))$ :

$$
\begin{aligned}
\mathcal{D}(S) & \subseteq \operatorname{conv}(\mathcal{D}(S)) \\
\mathcal{D}(\mathcal{D}(S)) & \subseteq \mathcal{D}(\operatorname{conv}(\mathcal{D}(S))) \\
\mathcal{D}(S) & \subseteq \mathcal{D}(\operatorname{conv}(\mathcal{D}(S)))
\end{aligned}
$$

We now prove that each element of $\mathcal{D}(\operatorname{conv}(\mathcal{D}(S)))$ is in $\mathcal{D}(S)$. Let $x \in$ $\mathcal{D}(\operatorname{conv}(\mathcal{D}(S)))$, then $x \in \operatorname{conv}(\mathcal{D}(S))$. Thus $x=\sum_{i} \lambda_{i} p_{i}$ with $\sum_{i} \lambda_{i}=1$ and $\lambda_{i} \geq 0$ for all $i$. As for all $i, p_{i} \in \mathcal{D}(S), p_{i} \in S$. Since $S$ is a convex shape, $x \in S$. As $x \in \mathbb{Z}^{2}, x \in \mathcal{D}(S)$.

Lemma A.2. For a given $S$ where $S$ is a plane convex body with $\mathcal{C}^{3}$ boundary and positive curvature, there exists $m_{S}$ such that for all $m \geq m_{S}, \mathcal{D}_{m}(S)$ is connected.

Proof. There exists $r_{0}$ such that $S$ is par $\left(r_{0}\right)$-regular. Thus let $\mathcal{D}_{m}(S)$ with $m \geq \frac{2}{r_{0}}$. This entails that $m \cdot S$ is at least par $(2)$ - regular.

Let us now suppose that for resolutions $m$ larger that $\frac{2}{r_{0}}, \mathcal{D}_{m}(S)$ may have several connected components. Let $C_{1}, C_{2}$ be two connected component of $\mathcal{D}_{m}(S)$ and let $p_{1}, p_{2}$ be digital points in each component, $C_{1}$ and $C_{2}$ respectively.

Considering the complement of $\mathcal{D}_{m}(S)$ in $\mathcal{Z}^{2}$ there exists points outside $\mathcal{D}_{m}(S)$. We pick a point $p_{1}^{\prime}$ such that we can build a 4-connected path $\sqsubseteq_{\infty}$ from $p_{1}$ to $p_{1}^{\prime}$ whom only point outside $C_{1}$ is $p_{1}^{\prime} . \sqsubseteq_{\infty}$ is such that it is ordered and each element has a successor and a predecessor excepted the first and last elements. Moreover this path is chosen such that there exists a point of the boundary of $m \cdot S$ whom inside osculating ball (of radius $m r_{0}$ ) contains one point of $\sqsubseteq_{\infty}$ which is not $p_{1}^{\prime}$. The same reasoning for $C_{2}$ leads to the 4-connected path $\sqsubseteq_{\in}$ and the point $p_{2}^{\prime}$.

As $p_{1}^{\prime}$ and $p_{2}^{\prime}$ are both on the boundary of $m \cdot S$, there exists a continuous path on the boundary of $m \cdot S$ from $p_{1}^{\prime}$ to $p_{2}^{\prime}$. Let $\mathcal{V}$ be the union of the inside osculating ball of radius $m r_{0}$ for each point of this continuous path. Since each ball has a radius larger than 2, the Gauss digitization of $\mathcal{V}$ is 4 -connected and inside the Gauss digitization of $m \cdot S$. This entails that there exists a 4-connected digital path between $p_{1}$ and $p_{2}$. As a result, $\mathcal{D}_{m}(S)$ has only one connected component for resolution larger that a threshold depending on the par $(r)$ regularity of $S$.

Remark The two preceeding lemmas entail that for large resolution, the Gauss digitization of convex shape with $\mathcal{C}^{3}$ boundary and positive curvature are always well-composed in the sense of [12, 21].

## B Preliminary relations involving patterns

This section presents several properties related to patterns of DSS. They are used all along the paper. We may now compute vector relations between leaning points (upper and lower) inside a pattern. In the following we consider a DSS $(a, b, 0)$ in the first octant starting at the origin and ending at its second lower leaning point (whose coordinate along the $x$-axis is positive). We define $a / b=$
$z_{n}=\left[0, u_{1}, \ldots, u_{n}\right]$ for some $n$. Leaning points will be called $U_{1}, L_{1}, U_{2}$ and $L_{2}$ as shown in Fig. 3. By definition $\mathbf{U}_{1} \mathbf{U}_{\mathbf{2}}=\mathbf{L}_{1} \mathbf{L}_{\mathbf{2}}=(b, a)$ and $\mathbf{U}_{1} \mathbf{L}_{1}=\mathbf{U}_{\mathbf{2}} \mathbf{L}_{2}$. We recall that the Freeman moves of $\left[U_{1} L_{1}\right]$ are the same as those of $\left[U_{2} L_{2}\right]$. Furthermore Freeman moves between $U_{1}$ and $U_{2}$ form the pattern $(a, b)$ and those between $L_{1}$ and $L_{2}$ form the reversed pattern $(a, b)$. Proposition B. 1 and Proposition B. 2 indicate more precisely where leaning points lie within a pattern.

Proposition B.1. A pattern with an odd depth (say $n=2 i+1$ ) is such that $\mathbf{U}_{\mathbf{1}} \mathbf{L}_{\mathbf{1}}=\left(u_{2 i+1}-1\right)\left(q_{2 i}, p_{2 i}\right)+\left(q_{2 i-1}, p_{2 i-1}\right)+(1,-1)$ and $\mathbf{L}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}=\left(q_{2 i}-1, p_{2 i}+\right.$ 1). Moreover the DSS $\left[U_{1} L_{1}\right]$ has $E\left(z_{2 i}\right)^{u_{2 i+1}-1}$ as a left factor, and the DSS [ $L_{1} U_{2}$ ] has $E\left(z_{2 i-1}\right)^{u_{2 i}}$ as a right factor.

Proof. From Eq. (1) we have: $p_{2 i+1} q_{2 i}-p_{2 i} q_{2 i+1}=(-1)^{2 i+1+1}=1$, which can be rewritten as: $a q_{2 i}-b p_{2 i}=1$. Thus $q_{2 i}$ and $p_{2 i}$ are clearly the Bézout coefficients of $(a, b)$. One can check that point $\left(b+1-q_{2 i}, a-1-p_{2 i}\right)$ is $L_{1}$ : its remainder is $a+b-1$ and its $x$-coordinate while positive is smaller than $b$. We immediately get $\mathbf{U}_{\mathbf{1}} \mathbf{L}_{\mathbf{1}}=\left(b+1-q_{2 i}, a-1-p_{2 i}\right)$.

Using Eq. (3) yields: $\mathbf{U}_{\mathbf{1}} \mathbf{L}_{\mathbf{1}}=\left(\left(u_{2 i+1}-1\right) q_{2 i}+q_{2 i-1}+1,\left(u_{2 i+1}-1\right) p_{2 i}+\right.$ $\left.p_{2 i-1}-1\right)$. From $\mathbf{L}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}=-\mathbf{U}_{\mathbf{1}} \mathbf{L}_{\mathbf{1}}+\mathbf{U}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}$, we further get that $\mathbf{L}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}=$ $\left(q_{2 i}-1, p_{2 i}+1\right)$. From Eq. (5) $E\left(z_{2 i}\right)^{u_{2 i+1}-1}$ is a left factor of $\left[U_{1} U_{2}\right]$ but also of $\left[U_{1} L_{1}\right]$. Writing $E\left(z_{2 i+1}\right)$ as $E\left(z_{2 i}\right)^{u_{2 i+1}-1} E\left(z_{2 i-2}\right) E\left(z_{2 i-1}\right)^{u_{2 i}+1}$, and expanding $\mathbf{L}_{1} \mathbf{U}_{\mathbf{2}}$ as $\left(u_{2 i} q_{2 i-1}+q_{2 i-2}-1, u_{2 i} p_{2 i-1}+p_{2 i-2}+1\right)$ with Eq. (2), we see that $E\left(z_{2 i-1}\right)^{u_{2 i}}$ is a right factor of $\left[L_{1} U_{2}\right]$.
Proposition B.2. A pattern with an even depth (say $n=2 i$ ) is such that $\mathbf{U}_{\mathbf{1}} \mathbf{L}_{\mathbf{1}}=\left(q_{2 i-1}+1, p_{2 i-1}-1\right)$ and $\mathbf{L}_{\mathbf{1}} \mathbf{U}_{\mathbf{2}}=\left(u_{2 i}-1\right)\left(q_{2 i-1}, p_{2 i-1}\right)+\left(q_{2 i-2}, p_{2 i-2}\right)+$ $(-1,1)$. Moreover the DSS $\left[U_{1} L_{1}\right]$ has $E\left(z_{2 i-2}\right)^{u_{2 i-1}}$ as a left factor, and the $D S S\left[L_{1} U_{2}\right]$ has $E\left(z_{2 i-1}\right)^{u_{2 i}-1}$ as a right factor.

The proof is similar to the proof of Proposition B. 1 and may be found in [9]. Patterns and sub-patterns that are right or left factors have their slopes closely related, as shown by Proposition B. 3 and Proposition B.4.

Proposition B.3. If the odd pattern $E\left(z_{2 p+1}^{\prime}\right)$ with $z_{2 p+1}^{\prime}=\left[0, u_{1}^{\prime}, \ldots, u_{2 p+1}^{\prime}\right]$ is a right factor of the pattern $E\left(z_{k}\right)$ with $z_{k}=\left[0, u_{1}, \ldots, u_{k}\right]$ then:

$$
z_{2 p}^{\prime}=z_{2 p} \quad \text { and } \quad u_{2 p+1}^{\prime} \leq u_{2 p+1}
$$

Proof. Consider two patterns $E\left(z_{k}\right)$ and $E\left(z_{2 p+1}^{\prime}\right)$ with $z_{k}=\left[0, u_{1}, \ldots, u_{k}\right]$ and $z_{2 p+1}^{\prime}=\left[0, u_{1}^{\prime}, \ldots, u_{2 p+1}^{\prime}\right]$. From $E q$ (5) and (6) it is clear that $E\left(z_{k}\right)$ always ends with an odd pattern whatever $k$. Consider there exists $i(2 i+1 \leq k)$ such that $E\left(z_{2 i-1}\right) \subseteq E\left(z_{2 p+1}^{\prime}\right) \subseteq E\left(z_{2 i+1}\right)$ as shown on Fig. 7. If $E\left(z_{2 p+1}^{\prime}\right)$ equals $E\left(z_{2 i+1}\right)$ then from unicity of decomposition in simple continued fraction we get $p=i$ and $z_{2 p+1}^{\prime}=z_{2 p+1}$. Which concludes this case. Otherwise looking at the decomposition of $E\left(z_{2 i+1}\right)$ from $E q$ (5) and (6), there exists $j$, with $0 \leq j<$ $u_{2 i+1}$ such that $E\left(z_{2 i}\right)^{j} E\left(z_{2 i-1}\right) \subseteq E\left(z_{2 p+1}^{\prime}\right) \subsetneq E\left(z_{2 i}\right)^{j+1} E\left(z_{2 i-1}\right)$, whose slopes are $\left[0, u_{1}, \ldots, u_{2 i}, j\right]$ and $\left[0, u_{1}, \ldots, u_{2 i}, j+1\right]$. Any discrete path $P$ such that $E\left(z_{2 i}\right)^{j} E\left(z_{2 i-1}\right) \subseteq P \subsetneq E\left(z_{2 i}\right)^{j+1} E\left(z_{2 i-1}\right)$ analyzed by the standard DSS recognition algorithm [8] is recognized as a DSS with a slope equal to $\left[0, u_{1}, \ldots, u_{2 i}, j\right]$. Thus the slope of $E\left(z_{2 p+1}^{\prime}\right)$ is also $\left[0, u_{1}, \ldots, u_{2 i}, j\right]$. More precisely, being a pattern, $E\left(z_{2 p+1}^{\prime}\right)=E\left(\left[0, u_{1}, \ldots, u_{2 i}, j\right]\right)$, this entails $z_{2 p+1}^{\prime}=\left[0, u_{1}, \ldots, u_{2 i}, j\right]$ and $p=i$.


Figure 7: The odd pattern $E\left(z_{2 i-1}\right) \subseteq E\left(z_{2 p+1}^{\prime}\right) \subsetneq E\left(z_{2 i+1}\right)$

Consider now that there is no $i$ such that: $E\left(z_{2 i-1}\right) \subseteq E\left(z_{2 p+1}^{\prime}\right) \subseteq E\left(z_{2 i+1}\right)$. This mean that we cannot find two odd sub-patterns belonging to $E\left(z_{k}\right)$ bounding $E\left(z_{2 p+1}^{\prime}\right)$. As a result we have: $E\left(z_{k-1}\right) \subseteq E\left(z_{2 p+1}^{\prime}\right) \subseteq E\left(z_{k}\right)$ with $k$ being even, we have $E\left(z_{k}\right)=E\left(z_{k-2}\right) E\left(z_{k-1}\right)^{u_{k}}$ and we may consider two cases:

- there exist $j$ such that $E\left(z_{k-1}\right)^{j} \subseteq E\left(z_{2 p+1}^{\prime}\right) \subseteq E\left(z_{k-1}\right)^{j+1}$, with $j+1 \leq$ $u_{k}$,
- or $E\left(z_{k-1}\right)^{u_{k}} \subsetneq E\left(z_{2 p+1}^{\prime}\right) \subseteq E\left(z_{k}\right)$

In the first case, it is clear that $E\left(z_{2 p+1}^{\prime}\right)$ is recognized by the standard DSS recognition algorithm as a DSS of slope $z_{k-1}$ since it is bounded by two discrete paths of slope $z_{k-1}$. In this case we get $z_{k-1}=z_{2 p+1}^{\prime}$.

In the other case, let us note that $E\left(z_{k-1}\right) \subset E\left(z_{2 p+1}^{\prime}\right)$, which implies that $E\left(z_{k-1}\right)$ is bounded by two odd sub-patterns of $E\left(z_{2 p+1}^{\prime}\right)$. Thus using the same reasoning as earlier-on we get $z_{k-2}^{\prime}=z_{k-2}$ and $u_{k-1} \leq u_{k-1}^{\prime}$. From Eq (5) and (6), it is clear that every pattern begin with even pattern whatever their depth. As a result $E\left(z_{k-2}\right)$ is a left factor of $E\left(z_{2 p+1}^{\prime}\right)$ and $E\left(z_{k}\right)$. Moreover since $E\left(z_{k-1}\right)^{u_{k}} \subsetneq E\left(z_{2 p+1}^{\prime}\right) \subseteq E\left(z_{k}\right) \equiv E\left(z_{k-2}\right) E\left(z_{k-1}\right)^{u_{k}}, E\left(z_{2 p+1}^{\prime}\right)$ and $E\left(z_{k}\right)$ begin with the same even pattern. Consequently $E\left(z_{k}\right)$ must be equal to $E\left(z_{2 p+1}^{\prime}\right)$. Since those patterns do not have the same parity of depth it raises a contradiction and this case cannot happen. This concludes the proof.

Proposition B.4. If the even pattern $E\left(z_{2 p}^{\prime}\right)$ with $z_{2 p}^{\prime}=\left[0, u_{1}^{\prime}, \ldots, u_{2 p}^{\prime}\right]$ is a left factor of the pattern $E\left(z_{k}\right)$ with $z_{k}=\left[0, u_{1}, \ldots, u_{k}\right]$. We have:

$$
z_{2 p-1}^{\prime}=z_{2 p-1} \quad \text { and } \quad u_{2 p}^{\prime} \leq u_{2 p}
$$

Proof. see [9].
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