
Linear algebra cheat sheet (wip) by JOL

Notations (with abridged version)
scalars 𝛼, 𝛽, 𝛾, 𝛿, 𝜀 (real values)

vectors 𝒃, 𝒗, 𝒘, 𝒙, 𝒚 𝒙 =
⎣
⎢⎡

𝑥1
⋮

𝑥𝑛⎦
⎥⎤ = [𝑥1 … 𝑥𝑛]𝖳 = [𝑥𝑖]

matrices 𝐴, 𝐶, 𝑀, 𝐿, 𝑈  𝐴 =
⎣
⎢⎡

𝑎11
⋮

𝑎𝑚1

…
⋱
…

𝑎1𝑛
⋮

𝑎𝑚𝑛⎦
⎥⎤ = [𝑎𝑖𝑗]

a matrix 𝐴𝑚×𝑛 with 𝑚 rows and 𝑛 columns is a linear
transformation from ℝ𝑛 to ℝ𝑚

Vector operations
• usual(+,−,ext. product) 𝛼𝒙 + 𝛽𝒚 = [𝛼𝑥𝑖 + 𝛽𝑦𝑖]
• scalar product 𝒙 ⋅ 𝒚 = ∑

𝑛

𝑖=1
𝑥𝑖𝑦𝑖 = 𝒙𝖳𝒚

• 2-norme (Euclid) ‖𝒙‖2 = √𝑥2
1 + ⋯ + 𝑥2

𝑛 =
√

𝒙𝖳𝒙
• 1-norme ‖𝒙‖1 = |𝑥1| + ⋯ + |𝑥𝑛|
• ∞-norme ‖𝒙‖∞ = max(|𝑥1|, ⋯, |𝑥𝑛|)
• norms mesure length of vectors
• norms are equivalent up to a 

√
𝑛 constant

• Euclidean norm is invariant to rigid transformation
(i.e. multiplication by an orthogonal matrix).

Matrix operations
• usual(+,−,ext. product) 𝛼𝐴 + 𝛽𝐶 = [𝛼𝑎𝑖𝑗 + 𝛽𝑐𝑖𝑗]
• product if 𝐴𝑚×𝑛 and 𝐵𝑛×𝑝, then 𝐶 = 𝐴𝐵 is a matrix

of size 𝑚 × 𝑝, and 𝑐𝑖𝑗 = ∑𝑚
𝑘=1 𝑎𝑖𝑘𝑏𝑘𝑗

•

⎣
⎢
⎢
⎡ 𝒂𝖳

1

⋮

𝒂𝖳
𝑚 ⎦

⎥
⎥
⎤

⎣
⎢⎢
⎡ 𝒃1

⋯
𝒃𝑝

⎦
⎥⎥
⎤

=
⎣
⎢
⎡

𝒂𝖳
1𝒃1

⋮
𝒂𝖳

𝑚𝒃1

…
⋱
…

𝒂𝖳
1𝒃𝑝

⋮
𝒂𝖳

𝑚𝒃𝑝⎦
⎥
⎤ = [𝒂𝖳

𝑖 𝒃𝖳
𝑗 ]

• product is associative 𝐴(𝐵𝐶) = (𝐴𝐵)𝐶 ,
• product is not commutative 𝐴𝐵 ≠ 𝐵𝐴
• transpose 𝐴𝖳: (𝐴 + 𝐵)𝖳 = 𝐴𝖳 + 𝐵𝖳, (𝐴𝐵)𝖳 = 𝐵𝖳𝐴𝖳

• conjugate transpose 𝐴∗: same as 𝐴𝖳 if 𝐴 real-valued
• norm ‖ ‖∗ induced by vector norm for ∗ ∈ {1, 2, ∞}

‖𝐴‖∗ ≔ sup
𝒙≠𝟎

‖𝐴𝒙‖∗
‖𝒙‖∗

 or (same) ‖𝐴‖∗ ≔ sup
𝒙≠𝟎,‖𝒙‖∗=1

‖𝐴𝒙‖∗

• 1-norm: column sum ‖𝐴‖1 ≔ max𝑗 ∑𝑖|𝑎𝑖𝑗|
• ∞-norm: row sum ‖𝐴‖∞ ≔ max𝑖 ∑𝑗|𝑎𝑖𝑗|
• 2-norm: spectral row ‖𝐴‖2 ≔ √𝜆max(𝐴∗𝐴)
• Fröbenius norm: ‖𝐴‖𝐹 ≔ √trace(𝐴∗𝐴)
• ‖𝐴‖ ≥ 0, ‖𝐴‖ = 0 ⇔ 𝐴 = 0, ‖𝛼𝐴‖ = |𝛼| ‖𝐴‖
• ‖𝐴 + 𝐵‖ ≤ ‖𝐴‖ + ‖𝐵‖, ‖𝐴𝐵‖ ≤ ‖𝐴‖‖𝐵‖

Specific matrices
•

identity matrix of size 𝑛 × 𝑛 Id𝑛 ≔ [
1

⋱
1
]

• [
𝑎1

⋱
𝑎𝑛

]
⏟⏟⏟⏟⏟

diagonal 𝐷

 [
𝑎11

⋮
𝑎𝑛1

 
⋱
⋯

 
 

𝑎𝑛𝑛

]
⏟⏟⏟⏟⏟
lower triangular 𝐿

 [
𝑎11

 
 

⋯
⋱
 

𝑎1𝑛

⋮
𝑎𝑛𝑛

]
⏟⏟⏟⏟⏟

upper triangular 𝑈
• symmetric matrix 𝐴𝖳 = 𝐴, antisymmetric 𝐴𝖳 = −𝐴
• orthogonal matrix 𝐴𝖳𝐴 = 𝐴𝐴𝖳 = Id𝑛, det(𝐴) = ±1,

and rows/cols of 𝐴 forms an orthonormal basis

• if 𝐴 orthogonal and det(𝐴) = 1, then 𝐴 is a rotation
• 𝐷𝐷′ is diagonal, 𝐿𝐿′ is lower triangular, 𝑈𝑈 ′ is upper

triangular

Invertibility, determinant of matrix 𝐴𝑛×𝑛
• 𝐴 is invertible iff (i) ∃𝐵, 𝐵𝐴 = Id𝑛, (ii) det(𝐴) ≠ 0,

(iii) rank(𝐴) = 𝑛, or (iv) 𝐴𝒙 = 𝟎 has only 𝒙 = 𝟎 as
solution.

• det([𝑎11]) = 𝑎11, det(𝐴) = ∑𝑖 𝑎𝑖𝑗Δ𝑖𝑗, where cofactor
Δ𝑖𝑗≔ (−1)𝑖+𝑗 det(𝐴𝑖𝑗), if 𝐴𝑖𝑗 is the matrix 𝐴 without
row 𝑖 and column 𝑗.

• if 𝐴 is invertible, 𝐴−1 =
[Δ𝑖𝑗]

det(𝐴)
, ⇒ solve 𝐴𝒙 = 𝒃

Cramer’s rule 𝑥𝑖 = det([
𝑎11

⋮
𝑎𝑛1

⋯
⋱
⋯

𝑏1

⋮
𝑏𝑛

⋯
⋱
⋯

𝑎1𝑛

⋮
𝑎𝑛𝑛

])/ det(𝐴)

• complexity of above is 𝒪(𝑛!), used when 𝑛 ≤ 4
• determinant of diagonal or triangular matrix is product

of diagonal elements
• matrix condition 𝐾𝑝(𝐴) = ‖𝐴‖𝑝‖𝐴−1‖

𝑝
,

𝐾2(𝐴) = |𝜎max(𝐴)|
|𝜎min(𝐴)|

• 𝐾(𝐴) ≥ 𝐾(Id𝑛) = 1 for any 𝑝-norm

Solving linear systems 𝐴𝒙 = 𝒃
• if 𝐴 is “L”, easy to solve 𝐿𝒙 = 𝒃 in 𝑛2 flops
• if 𝐴 is “U”, easy to solve 𝑈𝒙 = 𝒃 in 𝑛2 flops
• “LU” factorization: find 𝐿, 𝑈  with 𝐴 = 𝐿𝑈 ,

• 𝐿 and 𝑈  found by Gauss elimination in 23𝑛3 flops
• solve 𝐿𝒚 = 𝒃 then 𝑈𝒙 = 𝒚

• “PLU” factorization: add permutation mat. 𝑃
• 𝑃𝐴 = 𝐿𝑈  (with 𝑃𝖳 = 𝑃−1)
• look for the biggest pivot
• 𝐴 invertible ⇔ 𝐴 has a PLU factorization

• Cholesky factorization
• 𝐴 SPD: 𝐴 = 𝐴𝖳 and ∀𝒙 ≠ 0, 𝒙𝖳𝐴𝒙 > 0
• find 𝐿 with 𝐴 = 𝐿𝐿𝖳 in 13𝑛3 flops
• faster and more stable than PLU
• variant as 𝐴 = 𝐿𝐷𝐿𝖳

Numerical stability of ̃𝑓  wrt 𝑓
• machine precision 𝔲 (≈ 1𝑒 − 16 with double)
• forward error ‖ ̃𝑓(𝑑) − 𝑓(𝑑)‖/‖𝑓(𝑑)‖ (“aval”)
• backward error ‖ ̃𝑑 − 𝑑‖/‖𝑑‖, where 𝑓( ̃𝑑) = ̃𝑓(𝑑)
• forward stability: forward error is 𝒪(𝑢), e.g. fl, ⊗
• backward stability: backward error is 𝒪(𝑢), e.g. std

operations, scalar/matrix product, etc
• forward error = 𝐾rel(𝑓) × backward error
• forward stable ⇒ backward stable
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