Linear algebra cheat sheet (wip) by JOL

Notations (with abridged version)

scalars a, 3,7, 9, € (real values)
1

x=|:|=[T -
x

vectors b, v, w, x,y

n

matrices A,C,M,L,U A=| : -~ :|:[aij]

a matrix A with m rows and n columns is a linear

mXn
transformation from R" to R™

Vector operations
+ usual(+,—,ext. product) o + By =

[az; + By
scalar product x - y = Z Ty, =y

=1
+ 2-norme (Euclid) |z, = Vai+ o422 =VaTz
o I-norme|x|; = |z,| + - + |z,

s [2])
« norms mesure length of vectors

+ oco-norme |||, = max(|z,|, -

« norms are equivalent up to a /n constant
« Euclidean norm is invariant to rigid transformation
(i.e. multiplication by an orthogonal matrix).

Matrix operations

* usual(+,—,ext. product) a A + C = [Ozaij + ,Bcij]

« productif A,,,, and B,,,,, then C' = AB is a matrix
of size m X p, and ¢;; = Z;nzl a;1by;

. o] [o alb, . alb,
: = : : [aTbT
al, al,b; .. alb,
« product is associative A(BC) = (AB)C,

+ product is not commutative AB #+ BA

« transpose AT: (A+ B)' = AT + BT (AB)" = BTAT
« conjugate transpose A*: same as A" if A real-valued

« norm| | induced by vector norm for x € {1,2, co}

| Az],

|Al, := sup ——— or (same) [A[ := sup [Axz|,
20 Tl g

* 1-norm: column sum A := max; > |a;;|

» oo-norm: row sum [A|__ = max; > |a;|

+ 2-norm: spectral row | A, = v/ Apax(4*A)

« Frobenius norm: | A| , = \/trace(A*A)

* |Al=0, [A]=0&A=0, [ad]=la||A]

- A+ Bl <[Al+|Bl, |AB] < [ Al BI

Specific matrices

) identity matrix of sizen x n1d,, :=

1
ap; v Qip
T Apn

diagonal D lower triangular L upper triangular U
. symmetric matrix AT = A, antisymmetric AT = —A
« orthogonal matrix ATA = AA" =1d,,, det(A) = +1,

and rows/cols of A forms an orthonormal basis

« if A orthogonal and det(A) = 1, then A is a rotation
« DD’ is diagonal, LL’ is lower triangular, UU" is upper
triangular

Invertibility, determinant of matrix A,

« Ais invertibleiff (i) 3B, BA = Id,,, (ii) det(A) # 0,
(iii) rank(A) = n, or (iv) Az = O has only = 0 as
solution.

« det([ay1]) = ayq, det(A) = 3. a;;A;;, where cofactor
A= (= 1)+ det(A,;;),if A;; is the matrix A without
row ¢ and column j. »

* if A is invertible, A~! = = ot i A)’

ay; - by oag,
Cramer’s rule z; = det ( [ R ] ) / det(A)
Apq 0 by v ang,

« complexity of above is O(n!), used when n < 4

= solve Ax = b

+ determinant of diagonal or triangular matrix is product
of diagonal elements

» matrix condition K ,(A4) =

Gniax A
K2 (A) || o—ﬂllll ((A))il

« K(A) > K(Id,,) = 1 for any p-norm

4] ||~

Solving linear systems Ax = b
« if Ais “L”, easy to solve Lx = b in n? flops
. if A is “U”, easy to solve Uz = b in n? flops
« “LU” factorization: find L, U with A = LU,
+ L and U found by Gauss elimination in §n3 flops
+» solve Ly=bthenUx =y
+ “PLU” factorization: add permutation mat. P
« PA= LU (with PT = P71)
« look for the biggest pivot
+ A invertible < A has a PLU factorization
+ Cholesky factorization
. ASPD:AzATandVa:#O xT Az >0
« find L with A = LL" in n3 flops
« faster and more stable than PLU
« variantas A = LDLT

Numerical stability of f wrt f

« machine precision u (N le — 16 with double)
(d)]|/1£(@)] (“aval’)
Where f (CZ) f

+ forward stability: forward error is O(u), e.g. fl, ®

» forward error ” f(d

« backward error

« backward stability: backward error is O(u), e.g. std
operations, scalar/matrix product, etc

+o1(f) x backward error

« forward stable = backward stable

o forward error = K.
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